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The document currently reads as parsing disparate sections written by different contributors rather than 
a robust uniform document written by a committee. Considering transforming it to a monolithic 
document – meld the lingos of water-resources scientists, managers, and information technologists. The 
reviewers of the document are mainly from the water resources areas. It should be vetted by high level 
IT personnel. 

The vision paper also needs careful editing, as it is replete with tautology. For example, the blue side bar 
in page 9 is the same as that is page 16. And many buzzwords repeat to the level of distraction. 

There is a deluge of environmental data, much more than a few dedicated folks in an agency can handle, 
and a dedicated delta information management agency appears to be needed. Such an agency could 
identify data availability across agencies (and later from research organizations at large) and develop a 
unified integrated database palatable to a broad constituency. The utility from the high-school science 
teachers to agency scientists to university researchers can be a good selling point. Many entities across 
the nation have tried to unify data sources, but the bane has been providing consistent data support for 
data-hungry stakeholders and university scientists.  A number of agencies provide data support for 
scientific and management communities; for example, the National Center for Atmospheric Research is 
a high-level repository for atmospheric data with dedicated support staff. Notwithstanding, such entities 
are under constant pressure to self-sustain with external funding.  This calls for an effective business 
model, which is addressed in page 37. The level of discussion however is prosaic – alluding to well-
known inadequacies of funding and specialists willing to work at state agencies. Can the discussion in 
pages 39-41 be encapsulated in a few bullets that rise above the current norms?   

The business model proposals are appealing, but each step involves serious decision making. For 
example, a statewide data inventory should have all the environmental data rather than a subgroup of 
‘assessed” data, since different groups have different data requirements. Scientists invest only little time 
for taking useless data, so selecting subsets of data can be a contentious issue.  

Funding strategies discussed on page 41 are important ones, but who is willing to champion for 
legislated funding in a parched state? or advocate public/private partnerships? Currently scientists and 
agency officials are full to the gunwales, and would they have time for such an endeavor? A university 
based Environmental Data Center with a line item budget from the state can be a plausible model, as it 
will be easier to attract skilled personnel to work in such settings (e.g., as in State of Rhode Island) and 
reach out to national agencies for extra support. They also provide the connection to education 
enterprise. The cost benefit-analysis (page 39) may help to argue for a data-appreciating cultural shift 
mentioned in page 44.  Starting from small and rigorous data center with incremental changes (page 43) 
vis-à-vis advocating for grandiose entities such as data federations (page 45) ought to be compared. 

Some differentiation is needed in handling data from routine monitoring stations, numerical simulations 
and specialized field campaigns.  The data from the latter two sources are voluminous and high 
frequency, but are accessed frequently for detailed information and model validation.  In addition, it has 
become customary to use voluntary data sets taken by public and nonscientists (Cohn 2008), and a 
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question arises as to what extent such data to be included in databases. As in the case of NSF-LTER, 
some data are still in log books, and careful transfer of them to a digital archive will be a challenge (Cohn 
J.P. (2008). Citizen science: Can volunteers do real research? Bioscience 58, 192–197). 

Bad data has been a vexing issue, but they are unavoidable in an imperfect world with instrumentation 
malfunction and procedural errors.  Most of the time, perceived bad data are corrected or massaged 
using various techniques. While corrected data can be in the repository with suitable metadata, it is 
worthwhile to retain the original data as science outcomes may depend on the correction procedure. 

In page 46, block diagram, between the (business model and funding strategy) and (establish 
standards…), consider including (organizational structure) as a bullet. 

 


