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Abstract

We used a previously described individual-based population model to further explore the population dynamics of Delta Smelt Hypomesus transpacificus in the upper San Francisco Estuary. We formulated four alternative baseline configurations of the model and used a factorial design to systematically isolate the effects of factors that determined a good versus bad year. The alternative baseline conditions were obtained by substituting different assumptions about growth, maturity, and mortality into the original baseline configuration. In the simulation experiment, we varied five factors by setting each value to its 1998 (best year) or 2001 (worst year) value: salinity, temperature, zooplankton densities, hydrodynamics, and eggs per age-1 individual at spawning. Although some of the alternative baselines resulted in lower January abundances, estimated finite population growth rates were very similar for all versions. The simulation experiment showed that juvenile growth in the winter prior to spawning (i.e., eggs per age-1 individual) was the most important single factor in making 2001 a bad year, although no single factor alone was sufficient to fully account for the poor conditions in 2001 relative to 1998. Temperature played an important secondary role, and hydrodynamics played a more minor role. The results of the simulation experiment were robust, as similar results were obtained under the four alternative baselines. We compare our results with previous modeling and statistical analyses of the long-term monitoring data; we also discuss some implications of our results for Delta Smelt management and suggest future directions for analyses.

The Delta Smelt Hypomesus transpacificus resides only in the San Francisco Estuary and is listed as threatened under the U.S. Endangered Species Act and as endangered under the California Endangered Species Act. Abundance of Delta Smelt started to decline in the 1980s, and a sharp decrease starting in 2001 led to a series of management actions that were intended to benefit the species but that also involved reducing the water available to be diverted for irrigation and water supply (NRC

*Corresponding author: karose@lsu.edu
Received November 9, 2012; accepted April 19, 2013
A suite of factors has been identified as important in contributing to the decline of Delta Smelt. These factors include entrainment by water diversion facilities (Kimmerer 2008, 2011; Miller 2011), contaminant effects (Kuivila and Moon 2004; Connon et al. 2009; Brooks et al. 2012), shifts in the zooplankton (prey) community (Nobriga 2002; Feyer et al. 2003; Winder and Jassby 2011), and changes in physical habitat (Feyer et al. 2007; Nobriga et al. 2008; Kimmerer et al. 2009). The role of these factors in contributing to the Delta Smelt’s decline has been examined by using statistical analysis of long-term field data (Mac Nally et al. 2010; Thomson et al. 2010; Miller et al. 2012) and population dynamics modeling (Maunder and Deriso 2011). These analyses have led to what many consider to be contradictory conclusions about the relative importance of various factors in affecting Delta Smelt population dynamics (NRC 2010; Kimmerer 2011; Miller 2011).

Determining the factors that affect Delta Smelt population dynamics is critical for formulating effective remediation actions. Remediation actions under the federal Endangered Species Act are termed “reasonable and prudent alternatives” (RPAs), and specific actions were proposed as part of the recent biological opinion for Delta Smelt (USFWS 2008) and were subsequently argued in court (NRC 2010). One RPA restricts water diversions during the winter to limit losses of Delta Smelt at the diversion facilities (Grimaldo et al. 2009; Kimmerer 2011). Another controversial RPA was designed to protect fall habitat by using reservoir releases to maintain the estuarine salinity field in certain spatial regions (NRC 2010). The high economic costs of these various management actions, coupled with uncertainty about how they may affect Delta Smelt population dynamics, have led to controversy (NRC 2012).

In a companion paper (Rose et al. 2013, this issue), we described an individual-based population model of Delta Smelt and used a historical baseline simulation for 1995–2005 to identify the factors leading to good and bad years for Delta Smelt. In the present paper, we extend the analysis of Rose et al. (2013) by formulating alternative baseline configurations of the model and by using a factorial design to systematically isolate the effects of factors that determined a good year versus a bad year. We formulated four alternative baseline conditions by substituting different assumptions about growth, maturity, and mortality into the baseline configuration. The four alternative baselines were (1) fixed larval growth instead of food-dependent larval growth, (2) size-dependent mortality instead of stage-dependent mortality, (3) density-dependent mortality instead of density-independent mortality, and (4) length-dependent maturity rather than a length threshold for maturity. Each of these assumptions was important to baseline dynamics, and each was uncertain. Our earlier identification of good and bad years was from the historical simulation, and the effects of some factors can be confounded by the autocorrelation that is inherent in a historical simulation. Here, we follow up with a designed simulation experiment in which we systematically varied the factors that are potentially important in determining good and bad years, and we further show the robustness of the simulation experiment results by repeating the experiment for each of the four alternative baseline conditions. We demonstrate that the results obtained under the original baseline conditions were similar under the four alternative baseline conditions (i.e., robust), and we further refine the role of various factors in determining good and bad years.

**MODEL DESCRIPTION**

**Overview**

The individual-based model followed the reproduction, growth, mortality, and movement of super-individuals over their entire life cycle (from eggs to age 3) on the same spatial grid as the Delta Simulation Model (DSM2) hydrodynamics model that was developed by and is widely used by the California Department of Water Resources (baydeltaoffice.water.ca.gov/modeling/deltamodeling/models/dsm2/dsm2.cfm). A model year was defined as a water year: October 1 of the previous year to September 30 (e.g., model year 2001 extends from October 1, 2000, to September 30, 2001). The model is described in detail by Rose et al. (2013) and is briefly summarized here.

The spatial grid was one-dimensional, with 517 channels and 5 reservoirs (Figure 1 in Rose et al. 2013). The DSM2 hydrodynamics model provided hourly values of water velocities and flows into and out of channels and reservoirs, which were used as inputs to a particle tracking model (PTM) that was embedded in the Delta Smelt individual-based model. A second grid of 11 coarser boxes was overlaid onto the channel grid, and values of daily temperature, salinity, and biomass densities of six zooplankton groups in each box were used to assign values to each channel.

For each super-individual, we tracked a suite of traits, including life stage, growth rate, weight, length, age, diet, location on the grid, maturity status, fecundity, and worth. Worth was the number of identical population individuals represented by the super-individual. Rather than following every individual and removing them upon death, we followed a fixed number of super-individuals and decreased their worth in each time step to account for mortality (Scheffer et al. 1995). All computations were scaled from the super-individuals to the population by multiplying by the worth of the super-individuals. Individuals were assigned to five life stages: egg, yolk sac larva, postlarva, juvenile, and adult. Advancement to the next life stage (development) was based on (1) temperature for egg to yolk sac larva.
and data. We focus here on model predictions involving a small subset of those output variables. The major outputs presented for all simulations in this paper are the annual adult abundance in January and the annual finite population growth rate (\( \lambda \)). Annual adult abundance in January was computed as the summed worth of all individuals on January 1, including the young of the year that just became age 1 and the age-1 fish that just became age 2; it did not include age-2 fish that were just removed as they became age 3. We used the individual-based model output to estimate a Leslie age-based matrix model for each year to summarize the complicated individual-based model results with a single variable, \( \lambda \). The value of \( \lambda \) was based on the detailed dynamics of the individual-based model but allowed for easier comparison among years. A \( 2 \times 2 \) matrix model was estimated each year by computing the average maturity, fecundity, and age-specific survival rates and by using eigenvalue analysis to determine \( \lambda \) (see Supplement F in the online version of Rose et al. 2013).

Additional model outputs were used selectively to configure or confirm the alternative baselines and to provide some explanation for how the factors in the simulation experiment (described below) affected Delta Smelt. These outputs were defined and their calculations were described by Rose et al. (2013): stage-specific survival rates, recruitment (number of entering age-1 individuals on January 1), fraction of entering age-1 fish that were mature at the time of spawning, number of eggs per entering age-1 individual, percentage of individuals in and seaward of the Sacramento River–San Joaquin River confluence box at various times during the year (together with monthly average Sacramento–San Joaquin River Delta [hereafter, “Delta”] outflows), average daily fraction of larvae that were entrained in water diversions during a year, and annual fraction of adults that were entrained. Finally, we used a Lagrangian approach and reported the averaged values of \( p \) (proportion of maximum consumption) and temperature experienced by individuals for selected time periods in the simulations.

**MODEL SIMULATIONS**

**Alternative Baselines**

We configured four additional versions of the baseline model: fixed larval growth, size-dependent mortality, density-dependent mortality, and length-dependent maturity. We used the historical baseline simulation of 1995–2005 to help configure and calibrate the alternative baselines.

**Fixed larval growth.—**Model predictions of Delta Smelt abundance in the historical simulation were sensitive to larval growth rates, and we were uncertain about our formulation of larval feeding and bioenergetics. Use of a fixed duration for the larval stage eliminated variation in larval growth as a factor in year-to-year differences. Larval growth was fixed by specifying the larval duration in days rather than letting the transition from larva to juvenile be determined by length. We used the average

**Model Outputs**

In our companion paper (Rose et al. 2013), we presented a detailed comparison between individual-based model outputs and data. We focus here on model predictions involving a small subset of those output variables. The major outputs presented for all simulations in this paper are the annual adult abundance in January and the annual finite population growth rate (\( \lambda \)). Annual adult abundance in January was computed as the summed worth of all individuals on January 1, including the young of the year that just became age 1 and the age-1 fish that just became age 2; it did not include age-2 fish that were just removed as they became age 3. We used the individual-based model output to estimate a Leslie age-based matrix model for each year to summarize the complicated individual-based model results with a single variable, \( \lambda \). The value of \( \lambda \) was based on the detailed dynamics of the individual-based model but allowed for easier comparison among years. A \( 2 \times 2 \) matrix model was estimated each year by computing the average maturity, fecundity, and age-specific survival rates and by using eigenvalue analysis to determine \( \lambda \) (see Supplement F in the online version of Rose et al. 2013).

Additional model outputs were used selectively to configure or confirm the alternative baselines and to provide some explanation for how the factors in the simulation experiment (described below) affected Delta Smelt. These outputs were defined and their calculations were described by Rose et al. (2013): stage-specific survival rates, recruitment (number of entering age-1 individuals on January 1), fraction of entering age-1 fish that were mature at the time of spawning, number of eggs per entering age-1 individual, percentage of individuals in and seaward of the Sacramento River–San Joaquin River confluence box at various times during the year (together with monthly average Sacramento–San Joaquin River Delta [hereafter, “Delta”] outflows), average daily fraction of larvae that were entrained in water diversions during a year, and annual fraction of adults that were entrained. Finally, we used a Lagrangian approach and reported the averaged values of \( p \) (proportion of maximum consumption) and temperature experienced by individuals for selected time periods in the simulations.

**MODEL SIMULATIONS**

**Alternative Baselines**

We configured four additional versions of the baseline model: fixed larval growth, size-dependent mortality, density-dependent mortality, and length-dependent maturity. We used the historical baseline simulation of 1995–2005 to help configure and calibrate the alternative baselines.

**Fixed larval growth.—**Model predictions of Delta Smelt abundance in the historical simulation were sensitive to larval growth rates, and we were uncertain about our formulation of larval feeding and bioenergetics. Use of a fixed duration for the larval stage eliminated variation in larval growth as a factor in year-to-year differences. Larval growth was fixed by specifying the larval duration in days rather than letting the transition from larva to juvenile be determined by length. We used the average
larval duration over years from the baseline simulation (26 d) for all simulations with the fixed larval growth rate.

Size-dependent mortality.—Mortality in the original baseline version was constant within each stage but decreased with successive stages, so penalties in survival for slow growth occurred only through the delay in transition from larvae to postlarvae and from postlarvae to juveniles. Making mortality size dependent reflected the idea that vulnerability to predation mortality decreases with increasing size (Sogard 1997; Bailey and Duffy-Anderson 2010; Gislason et al. 2010), so that faster growth would increase cumulative survival regardless of how stage transitions were triggered. We assumed that mortality rate was a function of length ($M_L; \text{d}^{-1}$) for larvae through adults; we then fit the function to the constant stage-specific mortality rates from the baseline simulation, associating the rate with the midpoint length of each stage:

$$M_L = -0.034 + 0.165 \cdot L^{-0.322}. \quad (1)$$

We re-ran the 1995–2005 simulation and compared averaged annual stage-specific fractional survival rates between the baseline and the alternative with size-dependent mortality (Table 1) to confirm that this alternative produced mortality rates that were generally similar to those from the original baseline. Survival from yolk sac larva through age 2 was similar (4.4 $\times 10^{-5}$ in the baseline versus 3.5 $\times 10^{-5}$ under size-dependent mortality); juvenile survival increased (0.054 in the baseline; 0.073 under size-dependent mortality), and age-1 survival was approximately halved (0.092 in the baseline; 0.044 under size-dependent mortality).

Density-dependent mortality.—The original baseline version was set up as density independent because the recent Delta Smelt population is at such a low level that density-dependent effects seem unlikely. To allow for subsequent simulations at higher Delta Smelt densities, we included an alternative baseline with density-dependent mortality. The juvenile stage is the likely stage for density dependence based on general theory (Rothschild 1986; Cowan et al. 2000). Bennett (2005) and Maunder and Deriso (2011) found evidence for a density-dependent relationship between summer and fall Delta Smelt indices, and this relationship occurs in our simulation for the juvenile life stage. We assumed a multiplier of the juvenile daily mortality rate based on the normalized density of juveniles in each box on each day,

$$M' = M \cdot e^{3.0(D_t/0.005)}, \quad (2)$$

where $D_t$ is the density of juveniles (number/m$^3$) and 0.005 is an average juvenile density (number/m$^3$).

We calibrated the value of 3.0 in equation (2) to obtain realistic maximum January adult abundances of about 20–25 million; the highest abundance estimate from the spring Kodiak trawl and fall midwater trawl (MWT) data during 1968–2006 was 24.3 million in 1981. We ran the model by repeating 1995 conditions from the historical simulation (high Delta Smelt survival) but with artificially increased egg production each year to generate a spawner–recruit curve under ever-increasing January adult abundances. We adjusted the multiplier in the exponent within equation (2) (final value = 3.0) until it generated a leveling off at high egg production that occurred roughly with about 20–25 million adults in January (Figure 1a). Juvenile-stage survival decreased with increasing population abundance from 0.06 to less than 0.01, resulting in a leveling off of age-1 recruits at about 20 million (Figure 1b). Abundance of age-1 recruits was similar to January adult abundance because most of the adults were age-1 individuals.

Length-dependent maturity.—The simple maturity rule (fish $> 60$ mm TL are mature) in the original baseline was substituted with a smoother, length-dependent maturity relationship (Figure 2). Model results were potentially sensitive to small

<table>
<thead>
<tr>
<th>Stage</th>
<th>Duration (d)</th>
<th>Survival (fraction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eggs</td>
<td>10.5</td>
<td>0.56</td>
</tr>
<tr>
<td>Yolk sac larvae</td>
<td>4.88</td>
<td>0.82</td>
</tr>
<tr>
<td>Larvae</td>
<td>26.3</td>
<td>0.23</td>
</tr>
<tr>
<td>Postlarvae</td>
<td>21.7</td>
<td>0.49</td>
</tr>
<tr>
<td>Juveniles</td>
<td>186</td>
<td>0.054</td>
</tr>
<tr>
<td>Age 1</td>
<td>365</td>
<td>0.092</td>
</tr>
<tr>
<td>Age 2</td>
<td>365</td>
<td>0.088</td>
</tr>
</tbody>
</table>

FIGURE 2. Fraction of Delta Smelt individuals that were mature as function of length for the baseline (60-mm cutoff) and the length-dependent maturity alternative. The points (circles) represent the fractions mature by length, estimated by assigning females (from the spring Kodiak trawl survey for 2002–2010) to 3-mm length bins and using ripe or spent individuals (condition codes 4–6) as mature.
changes in length of young of the year causing large changes in the mature fraction of individuals because typical lengths varied around 60 mm when maturity was determined. The relationship between fraction mature and fish length was fitted by allocating females that were sampled in the spring Kodiak trawl survey during 2002–2010 into 3-mm length bins and using ripe or spent individuals (codes 4–6) as mature. This resulted in an asymmetric relationship of fraction mature at around 60 mm (Figure 2). Use of other definitions for maturity resulted in relationships that were more symmetric at around 55–65 mm. We used the asymmetric relationship because it was justifiable based on the data and it provided a better test of model robustness.

Simulations under alternative baselines.—The 1995–2005 historical simulation with the original baseline (analyzed by Rose et al. 2013) was repeated with each of the four alternative baselines. We compared simulated January adult abundances and \( \lambda \) values among the original baseline and the four alternative versions. Results from a single simulation are presented. The individual-based model has stochastic aspects in assigning zooplankton biomass densities to channels and spawning temperatures to females, the \( \gamma \) and \( z \) movements of the PTM, and the random component of behavioral movement. Because of the summing and averaging over many individuals and over time, population-level outputs (e.g., mean length at age, spatial distributions, and \( \lambda \)) varied by less than 5%—and often by less than 2%—among replicate simulations.

Good versus Bad Years

In this paper, we further explore the factors affecting the good year (1998) and bad year (2001) for Delta Smelt recruitment as identified in the analysis of the historical simulation (Rose et al. 2013). We performed a factorial simulation experiment to identify the conditions that caused the differences between water year 1998, which had the largest \( \lambda \) (2.45) within the baseline historical simulation, and water year 2001, which had the smallest \( \lambda \) (0.33) in the simulation. We varied five factors: salinity (\( S \)), temperature (\( T \)), zooplankton densities (\( Z \)), hydrodynamics (\( H \)), and eggs per entering age-1 individual (i.e., recruit) on January 1 (\( E \)). Each of these five factors was set to either its 1998 value or its 2001 value, resulting in a total of 32 (\( 2^5 \)) combinations.

Salinity.—Salinity affected the movement patterns of juveniles and adults and thus affected their spatial distribution and vulnerability to entrainment. The year 1998 was a high-outflow year, and salinities were very low for the modeled area from roughly March to August, after which salinity increased but remained below 5 psu (Figure 2b in Rose et al. 2013). Salinity in boxes down-estuary from the confluence was higher during the low-outflow year, 2001, than during 1998; this higher salinity occurred throughout 2001 except for a short period in March (Figure 2d in Rose et al. 2013). In the original baseline historical simulation, adults were located farther seaward with the salinity distribution in 1998. Average August outflow was 568 \( m^3/s \) in 1998 versus 90 \( m^3/s \) in 2001, and the percentage of adults that were in or seaward of the confluence box on September 1 was 97% during 1998 versus 67% during 2001 of the original baseline simulation (Figure 10e in Rose et al. 2013). The fraction of January adults that were entrained was 0.05 in 1998 versus 0.14 in 2001.

Temperature.—Temperature affected the initial date and duration of the spawning period; the egg and yolk sac development and mortality rates; and the bioenergetics (growth) of larvae, postlarvae, juveniles, and adults. When viewed systemwide, differences in temperature between 1998 and 2001 were not obvious (Figure 2a, c in Rose et al. 2013). More detailed analysis of the historical simulation using the average temperature experienced by model individuals showed two major differences between 1998 and 2001: (1) warmer fall and winter at the beginning of the water year and (2) cooler and delayed warming in the spring. Fall 1997 and winter 1998 were warmer than fall 2000 and winter 2001. During October 1–December 30, juveniles experienced an average temperature of 15.9°C in 1997 versus 15.0°C in 2000. Mean temperature experienced by these individuals (which became adults after January 1) during February 27–June 7 (the spawning period) was 14.8°C in 1998 versus 16.4°C in 2001. The warming in the spring also occurred later in 1998, and the average day of spawning was April 28 in 1998 versus April 6 in 2001.

Zooplankton.—The effect of switching 1998 and 2001 zooplankton densities would seem to be the simplest to interpret because this factor only affected feeding rate and therefore growth rate; however, the use of multiple prey groups made interpretation difficult. Dominant prey groups in the annual diets of postlarval, juvenile, and adult Delta Smelt in the baseline simulation were other calanoid adults and adult Pseudodiaptomus. The differences between 1998 and 2001 in the biomass densities of these two key prey groups were complicated (see Figure 3c versus 4c and Figure 3f versus 4f in Rose et al. 2013). Although adult Pseudodiaptomus biomasses were generally higher during summer and fall in 1998 than in 2001, biomasses of other calanoid adults during summer and fall were higher in 2001 and biomass in the southwest Suisun Bay box during winter and spring was much higher in 2001. Biomass densities of the other zooplankton groups also showed complicated differences. For example, the biomass density of adult A. vernalis was higher (and occurred at high levels for a longer period) in the Suisun Marsh box during 1998, but adult Eurytemora biomass density was higher in the southern Delta and eastern Delta boxes during 2001 (see Figure 3d versus 4d and Figure 3e versus 4e in Rose et al. 2013).

We relied on the \( p \)-value from the bioenergetics model to infer prey availability. The \( p \)-value reflects prey availability scaled for maximum consumption rate, which also depends on temperature. The historical simulation using the original baseline version showed that average \( p \)-values experienced by juveniles during the faster fall–winter growth (October 1–December 30) was 0.76 in 1997–1998 versus 0.68 in 2000–2001. This difference, in combination with warmer temperatures, led to longer recruits
on January 1 in 1998 than in 2001 (mean TL = 61.4 mm versus 56.5 mm). Averaged \( p \)-values in 1998 were also somewhat higher during the summer growth period (April 18–October 1) for young of the year (0.89 in 1998 versus 0.84 in 2001), although by October the mean lengths of young of the year were only slightly greater in 1998 than in 2001 (54 mm versus 52 mm).

Hydrodynamics.—Hydrodynamics affected the entrainment of yolk sac larvae, larvae, and postlarvae via the PTM; the entrainment of juveniles and adults; and the starting locations of new juveniles by determining the transport of larval life stages. Average May outflow was 1,922 m\(^3\)/s in 1998 versus 273 m\(^3\)/s in 2001, and the percentage of postlarvae that were in or seaward of the confluence box after transport (June 24) was 84\% in 1998 versus 24\% in 2001. Almost no larvae were predicted to be entrained during 1998, whereas the daily average entrainment loss was 1.2\% in 2001.

Eggs per age-1 individual.—Unlike the other factors, which had readily available values for 1998 and 2001, the number of eggs per age-1 individual required additional calculations in the model to achieve 1998 or 2001 values in the factorial simulation experiment. The number of eggs per age-1 fish reflected growth that occurred in the fall and winter leading up to spawning. In the original historical simulation, the mean length of young of the year on October 1 was somewhat greater in 1997 (starting value for 1998) than in 2000 (54.0 mm versus 52.0 mm) due to the more favorable summer conditions in 1997 than in 2000. This small difference was amplified by warmer temperature and higher prey densities in the fall and winter of 1997, resulting in a mean length of 61.4 mm on January 1, 1998, versus 56.5 mm on January 1, 2001. These lengths straddled the 60-mm maturity cutoff, and whereas 72\% of entering age-1 individuals were mature in 1998, only 15\% of entering age-1 fish were mature in 2001 of the historical baseline simulation. Thus, although there were fewer recruits on January 1, 1998, than on January 1, 2001 (0.159 \( \times \) \( 10^7 \) versus 0.258 \( \times \) \( 10^7 \)), the number of mature age-1 female spawners was greater in 1998 (0.287 \( \times \) \( 10^9 \) versus 0.1105 \( \times \) \( 10^9 \)) and egg production was about 1.5 times higher in 1998 (0.942 \( \times \) \( 10^9 \) versus 0.641 \( \times \) \( 10^9 \)).

In the historical baseline simulation, the average number of eggs per age-1 individual was 491.8 for 1998 versus 89.3 for 2001. We did not explicitly simulate the previous year’s conditions for the simulation experiment, in which either 1998 or 2001 conditions were repeated year after year. Rather, we adjusted the fecundity of entering age-1 individuals each year when we projected spawning so that the total projected number of eggs divided by the number of simulated entering age-1 individuals would be either 491.8 or 89.3.

Simulations in the good year versus bad year experiment.—Simulations were for 15 years, with 4 years of spin-up using 1999 conditions as in the baseline simulations, followed by 11 years of 1 of the 32 combinations of 1998 or 2001 conditions repeated every year. We used the two extreme years because they provided the best contrast for separating out the effects of multiple factors and thus for identifying which factors were most important in determining year-class strength. Eleven years of repeated conditions were simulated in order to ensure that we had the long-term (equilibrium) population responses to the specified conditions; shorter simulations could be affected by initial conditions and still reflect aspects of the transient solutions. We refer to the 32 combinations by using the letters of the factors that were set to 2001 values (i.e., \( S \) for salinity, \( T \) for temperature, \( Z \) for zooplankton, \( H \) for hydrodynamics, and \( E \) for eggs per entering age-1 individual). For example, in the simulation labeled “\( EH \),” eggs per age-1 fish and hydrodynamics were set at 2001 values, while salinity, temperature, and zooplankton were set at 1998 values. We report \( \lambda \) averaged over years 10–14 of each 15-year simulation. As with the baseline simulations, results from a single simulation are presented because replicate simulations differed by less than 5\% in their population-level outputs. Values of \( \lambda \) that were 25\% and 50\% higher than the
2001 values are shown for reference to aid in judging how close the other λ values were to the 2001 value.

**Robustness**

To confirm the robustness of results based on the original baseline, we also repeated all of the 32 simulation combinations under each of the four alternative baseline conditions. We only report the averaged λ for years 10–14 for four combinations (ET, EH, ETH, and ETHS) that resulted in low λ values to illustrate that the full set of combinations was robust to the alternative baselines. We focused on these four combinations because they resulted in low λ values near the 2001 value and because their robustness is particularly important, as they form the basis for identifying which factors determine how a good year differs from a bad year.

**RESULTS**

**Alternative Baselines**

The use of size-dependent mortality resulted in January adult abundances similar to those in the original baseline, while the alternative baselines with fixed larval growth, density-dependent mortality, and length-dependent maturity resulted in January abundances that were lower than those in the original baseline (Figure 3a). Lower peak abundances were expected for the density-dependent mortality version because juvenile survival was specified to decrease under high abundances. Larval growth (and therefore larval-stage survival) had an important influence on both good and bad years. Lower abundances under length-dependent maturity occurred because the maturity relationship was not symmetric around 60 mm (Figure 2) and thus would, on average, result in a lower fraction of young of the year becoming mature than was observed with the simple 60-mm rule in the original baseline.

Despite these differences in January abundances, λ values were very similar for all versions of the baseline, with the length-dependent maturity alternative differing the most from the original baseline (Figure 3b). Relatively high January adult abundance occurred in 2001 (Figure 3a), despite the lowest λ being observed in that year, because January abundance was related to conditions in the previous summer and fall and was not reflective of the spring and summer conditions in 2001. The high λ values during years prior to 2001 led to high January adult abundance in 2001. The temporal pattern in λ values for length-dependent maturity was the same as that for the original baseline, but values in all years were lower than baseline values, with the largest difference occurring in 1998 (λ = 1.59 for length-dependent maturity versus 2.45 for the original baseline). The original baseline and the four alternatives all identified 1998 as the best model year and 2001 as the worst model year for Delta Smelt.

**Systematic Comparison of Best versus Worst Years**

The intersimulation variability in λ values decreased and more combinations approached the 2001 value as the number of factors set to 2001 values increased (Figure 4). The percentage of combinations that resulted in λ values within 50% of the 2001 λ value increased from 0% when one factor was set to the 2001 value to 10% for two factors at 2001 values, 50% for three factors at 2001 values, and 60% for four factors at 2001 values. All but one of the combinations that generated a λ value within 50% of the 2001 value involved either eggs per age-1 individual or temperature being set at the 2001 value.

Juvenile growth in the fall prior to spawning (i.e., as reflected by the number of eggs per age-1 fish) was the most important single factor in making 2001 a bad year, although no single factor alone was sufficient to fully account for the poor conditions in 2001 relative to 1998 (Figure 4). Temperature (T) played an important secondary role (Figure 4, shaded circles), and hydrodynamics (H) played a more minor role; salinity (S) and zooplankton (Z) as single factors were unimportant. When one factor at a time was switched from 1998 to 2001 values (Figure 4, leftmost section), only eggs per age-1 fish (E) resulted in a λ value less than 1.0. The single factors T and H (each at the 2001 value) generated the second- and third-lowest λ values (1.1 and 1.5). As a single factor, Z (which determined
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**Figure 4.** Contributions of five factors to differences between the best year (1998) and worst year (2001) for Delta Smelt. Each circle represents the mean finite population growth rate (λ) for years 10–14 of a 15-year simulation of repeated conditions for each factor (salinity [S], temperature [T], zooplankton [Z], hydrodynamics [H], and number of eggs per age-1 individual [E]) at either 1998 or 2001 values. Results are organized by the number of factors that were set to 2001 values (i.e., 1–4 factors; each combination code [e.g., “STZ”] lists the factors set at 2001 values); within each section, results with the number of eggs per age-1 individual at its 1998 value are shown on the left and results with that factor at its 2001 value are shown on the right. Shaded circles denote all combinations that included the 2001 temperature. The 1998 and 2001 values of λ are indicated by solid horizontal lines; the dotted horizontal lines represent λ values that are 25% and 50% higher than the 2001 value.
growth) generated a $\lambda$ of 2.0, which was lower than the value for 1998 ($\lambda = 2.6$) but still much higher than the value for 2001 ($\lambda = 0.33$). When only $S$ was set to the 2001 value, there was almost no effect on $\lambda$ (2.52 versus 2.60).

All combinations of two factors set at 2001 values with eggs per age-1 individual at its higher 1998 value (left-side points in Figure 4, second section) generated $\lambda$ values above 0.6; among these two-factor combinations, temperature and hydrodynamics at 2001 values together ($TH$) resulted in the lowest $\lambda$ (0.61). The three lowest $\lambda$ values all included 2001 temperature (Figure 4, shaded circles). The two-factor combinations that included the 2001 value for eggs per age-1 fish (right-side points in Figure 4, second section) resulted in $\lambda$ values less than 1.0, and the $ET$ and $EH$ combinations produced $\lambda$ values less than 0.6. Again, the lowest of these $\lambda$ values was from the combination $ET$ (Figure 4, shaded circle) and approached the $\lambda$ value predicted for 2001 (0.47 versus 0.33).

Among the three-factor combinations set at 2001 values with eggs per age-1 individual set at the 1998 value (left-side points in Figure 4, third section), temperature and hydrodynamics were important. The highest $\lambda$ (1.68) was predicted for the one combination that did not include 2001 temperature ($SZH$). The combinations with the three lowest $\lambda$ values included the 2001 value for temperature ($STZ$, $TZH$, and $STH$; Figure 4, shaded circles); the two lowest of these $\lambda$ values were from combinations that also included 2001 hydrodynamics ($\lambda = 0.8$ for $TZH$ and 0.5 for $STH$).

When the number of eggs per age-1 fish was included as one of the three factors set at 2001 values (right-side points in Figure 4, third section), all $\lambda$ values were less than 1.0. The combinations also including 2001 temperature ($ETH$, $ETZ$, and $EST$) generated the lowest $\lambda$ values (0.28, 0.42, and 0.44, respectively), which were close to the $\lambda$ value for 2001. The combinations that did not include 2001 temperature (Figure 4, open circles) generally had higher $\lambda$ values (0.72 for $EZS$ and 0.65 for $EZH$); the exception was $ESH$, which yielded a $\lambda$ value (0.46) similar to those from the three combinations that included the 2001 temperature.

The number of eggs per age-1 individual and temperature continued to be very important in four-factor combinations. All four-factor combinations that included the 2001 value for eggs per age-1 fish (right-side points in Figure 4, fourth section) resulted in $\lambda$ values less than 0.5, and those combinations that also included 2001 temperature (Figure 4, shaded circles) generated $\lambda$ values that were close to the 2001 value. Of the four combinations that included the 2001 value for eggs per age-1 fish, the three combinations that also included 2001 temperature ($ETSZ$, $ETHZ$, and $ETHS$) all generated $\lambda$ values less than 0.45, whereas the combination without temperature ($EHSZ$) generated the highest $\lambda$ value (0.60). The remaining four-factor combination ($THSZ$; left-side point in Figure 4, fourth section), in which the number of eggs per age-1 individual was set at the 1998 value, generated the highest $\lambda$ (0.85) observed for any four-factor combination.

**DISCUSSION**

Our analysis using a simulation experiment approach further clarified the relative influence of factors affecting Delta Smelt recruitment and population dynamics. In our companion paper (Rose et al. 2013), we compared conditions in 1998 with those in 2001 by using the 1995–2005 historical simulation. The five factors analyzed were inferred to be important in the historical simulation because their values differed, at least in some ways, between the best year and the worst year. In this paper, we systematically varied the five factors in a factorial simulation experiment to look for main and interaction effects. We moved away from the historical sequence of years and performed 15-year simulations with either 1998 or 2001 values repeated every year to allow the simulated population to reach a quasi-steady-state response. We also showed that our results, when viewed
Our results demonstrated that among the factors we examined, no single factor completely accounted for the difference between the high \( \lambda \) in the best year (1998) and the low \( \lambda \) in the worst year (2001). Growth of juveniles in the fall–winter, temperature, and hydrodynamics clearly had the strongest effects, but \( \lambda \) could not be brought down from its 1998 value to near its 2001 value without some combination of factors. Thus, our results support the growing consensus that no single factor explains the Delta Smelt decline that occurred during 1995–2005 (Bennett and Moyle 1996; Bennett 2005; Baxter et al. 2010; Thomson et al. 2010).

Although we have shown that growth conditions in fall–winter were an important factor, there are many ways to achieve the faster growth that was predicted for 1998 relative to 2001. The growth conditions in winter affected the lengths of entering age-1 fish on January 1, with a 1998 value of 60.2 mm versus a 2001 value of 58.8 mm, and consequently affected the fraction mature (0.55 versus 0.41) and the egg production per entering age-1 fish (502.6 versus 107.6). These values for 1998 and 2001 differ from those reported in Rose et al. (2013) because the present values are averaged from the repeated years in the simulation experiment, whereas in our other paper (Rose et al. 2013) we reported values for 1998 and 2001 within the historical simulation. The difference in predicted mean lengths between 1998 and 2001 was well within the range of observed interannual values (see Figure 6 in Rose et al. 2013). Our analysis did not, however, distinguish how juveniles attained greater lengths prior to becoming age 1 and spawning. We used 1998 and 2001 conditions, but other years can also generate similar differences in growth based on combinations of zooplankton conditions and temperature; essentially, any mechanism that allows new age-1 recruits to have a greater length prior to spawning would result in a high number of eggs per age-1 fish and would set the stage for a good year. This can be achieved via warmer winter temperature (as in 1998) or by higher zooplankton densities causing faster growth at any time from the previous summer through early spring. If zooplankton conditions are better at higher salinity (seaward), then hydrodynamics (via its effect on transport) or salinity could also produce faster growth by putting individuals in boxes with higher prey biomass densities. We did not systematically examine how temperature, zooplankton, hydrodynamics, and salinity during the growing season of the year before or during the winter–spring period could potentially combine to promote faster growth and larger spawners in the spring. Rather, we used the suite of conditions for 1998 and 2001 to contrast a good year with a bad year.

A second way to increase egg production without faster growth of spawners would be to increase young-of-the-year survival prior to spawning. Total egg production was calculated as the number of eggs per entering age-1 fish times the number of age-1 fish. Our results were robust to the size-dependent mortality and length-based maturity versions of the baseline, so the growth of adults affected the number of eggs per age-1 individual but not the abundance of age-1 fish. Higher Delta outflow at key times resulted in reduced entrainment, and hydrodynamics were consistently an important factor. Further analysis should explore spatial (box-scale) differences in mortality, which, if sufficient, could benefit the Delta Smelt via management manipulation of hydrodynamics and salinity, generating differences in starting age-1 abundances for spawning. We assumed that except for entrainment losses, mortality was stage dependent but not spatially variable.

Our results for the importance of food (zooplankton) are similar to those of Maunder and Deriso (2011), but we disagree about the roles of entrainment and density dependence. Maunder and Deriso (2011) used a stage-based life cycle model, and by introducing covariates into life stage survival (spawner–recruit) relationships, they determined that food abundance, temperature, predator abundance, and density dependence were the most important factors controlling the population dynamics of Delta Smelt. They further stated that there was some support for negative effects of water clarity and adult entrainment.

Our simulation experiment contrasting the best year versus the worst year agrees with the important role of temperature and zooplankton, but we did not examine the effects of predator abundance or water clarity. Maunder and Deriso (2011) used spring and summer zooplankton conditions: minimum *Eurytemora* and *Pseudodiaptomus* densities for April–June; average *Eurytemora* density for July; and average *Pseudodiaptomus* density for July–August. We found that fall, winter, and early spring growth was potentially important, at least for the comparison between 1998 and 2001. Maunder and Deriso (2011) examined a longer time period (1970–2006) that covered larger changes in the zooplankton community, and this could emphasize the importance of spring and summertime zooplankton relative to other factors, such as winter growth and its consequences for spring reproduction. We recommend that conditions in the winter and early spring and conditions from the year before be further evaluated for their potential to benefit Delta Smelt.

We disagree to some extent with Maunder and Deriso (2011) about the role of entrainment and density dependence. Examination of Figure 8 of Maunder and Deriso (2011) to assess the role of entrainment showed more agreement with our analysis than did their general statement of “some support for a negative relationship with . . . adult entrainment.” They showed an approximately twofold increase in adults during 2002–2006 by eliminating entrainment. This agrees with our analysis, showing higher entrainment mortality during the same years as in our simulation; however, we would term their Figure 8 results as providing more than “some” support for a negative effect of adult entrainment. The Maunder and Deriso (2011) analysis covered a longer time period (1970–2006) than our analysis (1995–2005); thus, the role of covariates can differ and density dependence likely played a larger role at the earlier, higher abundance levels (see Bennett 2005). In addition, direct comparisons between the models are somewhat confounded because our analysis and the
Maunder and Deriso (2011) analysis shared some information, such as the entrainment estimates from Kimmerer (2008) and the spawner–recruit information from long-term monitoring.

Several statistical analyses of similar monitoring and covariate data as used by Maunder and Deriso (2011) also implicated various indicators of spring and summer zooplankton food availability as being important. Thomson et al. (2010) used Bayesian change point analysis to examine variation in the fall MWT index; Mac Nally et al. (2010) used multivariate autoregressive modeling to analyze the fall MWT index in a multispecies approach; and Miller et al. (2012) used Ricker spawner–recruit relationships to analyze the ratio of indices as survival indicators. These analyses all inferred that various combinations of water temperature, water clarity, zooplankton indicators, and entrainment were correlated to various degrees with the historical pattern in the Delta Smelt abundance indices.

Other assumptions that are inherent in our modeling merit further analyses as possible alternative versions of baseline conditions. The representation of predation on Delta Smelt was partially explored by using size-dependent mortality, but there are also temporal trends and spatial patterns to the key predators of Delta Smelt that could be important. Striped Bass Morone saxatilis and Largemouth Bass Micropterus salmoides show distinct spatial distributions within the San Francisco Estuary and have also exhibited recent temporal trends, with young Striped Bass declining and Largemouth Bass increasing (Nobriga and Feyrer 2007). Furthermore, exotic Mississippi Silversides Menidia audens are known to readily consume larval Delta Smelt and have increased substantially in recent years (Baerwald et al. 2012).

Another assumption worthy of investigation is that the Delta Smelt population in the individual-based model consisted of individuals that all exhibit the same migratory behavior. Limited field data indicate that there is partial or divergent migration (Secor 1999; Chapman et al. 2012) within the Delta Smelt population, with some individuals possibly remaining year-round in the Cache Slough region, which is located in the southwestern portion of our Sacramento River model box (Merz et al. 2011; Sommer et al. 2011). An alternative version of the baseline individual-based model could include some proportion of individuals that remain resident in some areas. Resident individuals, or individuals with reduced or altered migrations, could exhibit different growth because of spatial variation in temperature, zooplankton, and susceptibility to entrainment.

Our detailed individual-based approach is not commonly used to simulate the population dynamics of endangered fish species, although it can be adapted for use in the more traditional population viability analysis (PVA) and risk framework. The individual-based approach is increasingly being used to simulate fish population and community dynamics for purposes of answering ecological and fisheries management questions (DeAngelis and Mooij 2005). However, although the individual-based approach is usually mentioned in reviews of PVA approaches (e.g., Akçakaya and Sjögren-Gulve 2000; Morris et al. 2002; Petersen et al. 2008), the number of examples of its use specifically for PVA remains quite limited. Some commonly used general models apply an individual-based approach, but they employ a very simple representation of processes (e.g., Jarić et al. 2010). Examples in which a more mechanistic individual-based model approach was used include models of endangered birds (Letcher et al. 1998), turtles (Mazaris et al. 2005), and recruitment of Colorado Pikeminnow Ptychocheilus lucius. Using an individual-based approach very similar to our Delta Smelt modeling, Jager et al. (2001) analyzed the effects of habitat fragmentation by dams on the White Sturgeon Acipenser transmontanus, which is a species of concern and has been listed as endangered elsewhere. Population viability analysis usually involves many realizations of a modeled population trajectory to generate risk values. Our individual-based model cannot easily be used to perform thousands of simulations. A possible link to a PVA-type analysis of Delta Smelt would be to (1) use the individual-based model in a systematic way to create crude probability distributions for the elements of the Leslie matrix model (which can generate $\lambda$ values with Monte Carlo simulation) or (2) use the coupled individual-based model and Leslie model to directly generate distributions of $\lambda$ values. Once sets of $\lambda$ values are obtained for a variety of environmental and biological conditions, they can be used in more traditional PVA projections of long-term persistence (see Morris et al. 2002).

Our analysis addresses several ongoing methodological issues in fish population dynamics: spatial dynamics in complex habitats, coupled biological–physical modeling, and recruitment and population dynamics at low abundances. The need for studies of long-term population dynamics to deal with spatial dynamics has recently been discussed (Giske et al. 1998; Struve et al. 2010), and approaches that deal with spatial variation explicitly are receiving greater attention (e.g., Kerr et al. 2010). Increasingly, fish-related management issues require an integrated approach that combines the physics of water with the biology of the fish and other biota (Shenton et al. 2012), and one method is the direct coupling of fine-scale hydrodynamics with long-term fish population dynamics (Buckley and Buckley 2010; Rose et al. 2010; Hinrichsen et al. 2011; Stock et al. 2011).

Our model expands on the classical particle tracking approach by simulating detailed biological processes, relatively complicated behavioral movement, and multiple generations. Our Delta Smelt model simulated growth, survival, reproduction, and movement of individual fish on the same spatial grid as the hydrodynamics, and the super-individual method allowed for 15-year simulations. Although PTMs are commonly embedded within hydrodynamics models (North et al. 2009; Hinrichsen et al. 2011), the PTMs typically do not include detailed descriptions of growth and reproduction. Rather, these studies usually invoke, at most, simple movement behavior as an addition to passive transport and are mostly used for short-term (<1 year) simulations (Miller 2007; Lett et al. 2009; Gallego 2011). However, a consequence of full life cycle modeling that includes juveniles and adults within a detailed
spatial grid is that now we must simulate behavioral movement on relatively fine scales. Modeling behavioral movement is critical to ensure that individuals experience the appropriate conditions over time, but this remains a challenge (Watkins and Rose 2013). Delta Smelt movement patterns in our simulations were generally realistic but require further refinement.

Finally, much fish population modeling has focused on the effects of harvesting from high-number populations, whereas there is an increasing need to examine dynamics of fish populations at low abundances due to overharvest and in support of recovery plans for listed species (Keith and Hutchings 2011). The focus on harvesting leads to an emphasis on density-dependent mortality, often via the spawner–recruit relationship (Rose et al. 2001). Our approach differs from this by focusing on Delta Smelt population dynamics under density-independent conditions. We emphasized how individuals were transported through or navigated through their spatially complex and temporally varying habitat. Our analysis can be viewed as part of the broader idea of multiple factors within the match–mismatch theory of controls on young-of-the-year survival and therefore recruitment (Peck et al. 2012), coupled with the idea that adult bioenergetics are important for determining maturity and annual egg production (Neil et al. 1994; Rose et al. 2001). Because our model was density independent, all of the predicted variation in stage-specific survival rates was due to variation in how spatial distributions interacted with dynamic environmental conditions. Our results showed how the spatial and temporal positioning of all life stages each year (based on physical transport and salinity), combined with the pattern in daily water temperature and the amount of Delta outflow, affected the magnitude and location of egg production and the subsequent dynamic matching of larval and juveniles with their prey types, thus affecting recruitment success. However, even our modeling results were not simple to interpret, and therefore they also illustrate how spatially and temporally dynamic habitat can create complicated match–mismatch situations.

Delta Smelt have been at the center of escalating controversy in the San Francisco Estuary region for several decades (NRC 2010; Kimmern 2011; Miller 2011). What initially arose as a conflict between water demands for export versus for the environment (including Delta Smelt) has metastasized as the number of ostensible factors behind the decline of Delta Smelt has grown (e.g., Mac Nally et al. 2010; Maunzer and Deriso 2011; Miller et al. 2012). The conflict has now evolved into a complicated situation in which multiple factors operate in interactive ways and are continually being argued over in court (Delta Smelt Consolidated Cases 2010). Our results contribute to the growing number of examples showing that multiple factors affect aquatic ecosystems (Breitburg and Riedel 2005; Ormerod et al. 2010; Cloern and Jessby 2012) and that the search for a single factor controlling fish population dynamics is unlikely to be successful (e.g., Rose 2000; Krebs 2002; Hecky et al. 2010; Lindegren et al. 2011).

Our results to date suggest that management actions to benefit Delta Smelt must deal with multiple stressors that occur at different points in the life cycle. An increase in prey would induce relatively large responses in reproduction but may not be feasible. We showed that growth leading up to spawning was important for subsequent population growth; it remains to be seen whether it is possible to promote growth of Delta Smelt or higher young-of-the-year survival prior to spawning (fall–spring) via management actions. We also showed that no single factor can alone account for the differences between good and bad years and that promoting growth should be done in combination with other actions (if feasible) to (1) ensure good temperatures for summer growth and delayed spawning and (2) ensure sufficient outflow and avoidance of high entrainment (see results in Rose et al. 2013). Our results also demonstrate that expectations should be clearly stated, as most management actions are unlikely to generate large, immediate responses because the influence of stressors varies from year to year and because the reduction in a single stressor during any one year may be moderated by the conditions in other, non-manipulated stressors occurring in that year.

We envision two other areas for future analyses using the individual-based model. First, extending the model simulations for the periods before 1995 and after 2005 would allow for more comparisons and contrasts of good versus bad years to determine other combinations of factors that may be important; climate change scenarios should be included in these simulations to allow for future-looking comparisons. This would require use of the DSM2 hydrodynamic model or another hydrodynamic model and the development of synthetic temperature, salinity, and zooplankton data. Second, a more rigorous side-by-side comparison of the Maunzer and Deriso (2011) model and our individual-based model would facilitate an understanding of the relative effects of key stressors on Delta Smelt population dynamics. The population dynamics and reasons for the decline of Delta Smelt are complex. However, complexity is not a reason to avoid rigorous quantitative analyses—indeed, it is perhaps the best reason to develop and compare alternative modeling approaches.
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