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Executive summary

Midwater trawling in the estuary near Chipps Island has been conducted during the spring since
1978 to monitor Chinook salmon juveniles leaving freshwater en route to the ocean. Typicaly,
some of these fish have been tagged with coded-wire tags (CWTS) prior to being caught. CWTs
provide critical information about ocean distribution patterns, fishery impacts, and survival rates,
amongst other things. In the context of this study, CWT data provide the basis for estimating the
efficiency of Chipps Island trawl, which can then be used to expand juvenile salmon catches at
Chipps Island to estimate total abundance. Estimating the efficiency of the Chipps Island trawl,
however, has been difficult in the past due to extremely low catch rates.

In this report, we used three different datasets and analytical techniques to estimate Chipps
Island trawl efficiency using CWT releases of juvenile Chinook salmon. First, a paired-release
dataset spanning 27 years with 36 control groups (downstream releases) and 204 upstream
releases was analyzed using Bayesian hierarchical models. The paired-release design provides
estimates of upstream survival rates, which form the basis for estimating trawl efficiency. This
analysis provided the most thorough examination of temporal patternsin trawl efficiency, as well
as potential relationships between efficiency and factors such as juvenile fork length, water
temperature, turbidity, and flow. Second, we used releasesin close proximity to Chipps Island to
estimate trawl efficiency. These data consisted of 34 releases at Jersey Point (approximately 19
km upstream of Chipps Island) and 26 releases at Sherman Island (approximately 13 km
upstream of Chipps Island). Inthisanaysis, measures of migration rate (e.g., median day of
trawl capture after release) were used as surrogates for survival in regression models to estimate
efficiency. Finally, we analyzed three releases at Pittsburg (approximately 4 km upstream of
Chipps Island) and one at Sherman Island that were coupled with an intensive 24-hour sampling
period following release. The intensive sampling periods increased initial capture rates of
juveniles at Chipps Island, but required a detailed approach to account for changesin trawl effort
across the full capture period.

The paired-release analysis indicated that there were large differencesin trawl efficiency across
years. However, we speculate that this apparent temporal variability in efficiency islargely
spurious and results from the confounding effects of variable survival rates among control
groups. There were two lines of evidence supporting this contention. First, estimates of
upstream survival rates were highly variable and often exceeded 1.0 (i.e., biologically impossible
and indicative of bias). Second, efficiency estimates were poorly correlated with factors that
would be expected to affect trawl efficiency (e.g., turbidity, flow, etc.). We found consistently
weak or uncertain relationships between efficiency and covariates across numerous sensitivity
analyses that examined inclusive and restrictive paired-rel ease datasets. In short, we could not
account for the apparent high variability in efficiency estimates across years. Instead, we
conclude that variation in efficiency may be largely due to unaccounted for differencesin ocean
recovery rates (e.g., survival rates) between control groups and upstream migrants passing
Chipps Island, which violates a key assumption of the paired-release design. For these reasons,
we recommend that trawl efficiency should be assumed constant across time and across run types
until there is compelling evidence to the contrary.

r~"2
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In light of this, we examined several approaches to estimate a constant or “mean” efficiency
(where efficiency is defined as the proportion of all fish migrating past Chipps Island trawl that
would be captured if the trawl operated continuously at a volume-sampled rate of 1000
m/minute). Each dataset and analytical technique had its own strengths and weaknesses, and
hence, asingle best estimate of trawl efficiency cannot be recommended. We highlight three
estimates of mean efficiency, ranging from low to high as follows: the paired-rel ease estimate
was 0.0064 (95% CI: 0.0053 — 0.0077); the Jersey Point estimate was 0.0088 (0.0058 — 0.0130);
and the Pittsburg estimate was 0.0124 (0.0087 — 0.0151). By comparison, the “fish flux” method
of Kimmerer (2008), which expands trawl catch based solely on trawl volumes and physical
measures (e.g., channel width and assumed swimming speed of juveniles), has an implied
efficiency of roughly 0.04. Thisefficiency greatly exceeds the “mean” estimates derived using
CWT releases, which suggests that catch expansions based on the fish-flux method may severely
underestimate true abundance. We recommend that any “expansion” method be avoided in favor
of empirical estimates of trawl efficiency.

We provide numerous recommendations for future efficiency testing and additional analyses of
existing data. Principal among these is an assessment of the feasibility/utility of a*“hybrid”
proximal-release design that allows for simultaneous estimation of (a) survival rate via acoustic
tags, and (b) trawl-catch rates via CWTs. For example, at alocation such as Jersey Point, a small
number of acoustic-tagged juveniles (e.g., 200 fish) would be interspersed with a much larger
CWT release. Such adesign isthe most promising approach we can conceive of for obtaining
cost-effective, period-specific efficiency estimates that are not confounded by variation in
survival rates.

Ls#8 Cramer Fish Sciences | 10



I ntroduction

Two of the most important metrics for monitoring anadromous salmonid populations are the
abundances of spawners and the number of juveniles they produce. Inthe Centra Valey of
Cdlifornia, the number of juvenile Chinook salmon leaving freshwater during the spring has been
sampled annually since 1978 by means of midwater trawling in the estuary near Chipps Island
(Brandes and McLain 2001). Chipps Island is located downstream from the junction of the
Sacramento and San Joaquin rivers, and thusis located where al juvenile Chinook salmon
produced in the two basins must pass enroute to the ocean. The area sampled near Chipps Island
isrelatively constricted (3/4 of amile across the channel), which provides the most concentrated
opportunity for sampling juveniles as they leave the Central Valley.

Since 1994, trawling has aso occurred at Chipps Island in other months of the year to estimate
juvenile abundance by run. The four runsin the Central Valley and more specifically the
Sacramento River basin arefal, late-fall, spring, and winter run. The San Joaquin tributaries
support only afall-run population. The run is named for the season in which adults return to
freshwater. The winter run islisted as endangered and the spring run is listed as threatened
under the federal Endangered Species Act (ESA), and thus the distinction of these runs and
estimation of their abundanceis critical to gauging the success of management actions aimed at
recovering these stocks. Abundance at Chipps Island has historically been estimated using two
methods to expand catches: (1) using the proportion of time and channel width sampled to
expand catches; and (2) using an estimate of trawl efficiency to expand catches. Trawl
efficiency is based on the proportion of marked fish surviving to the trawl and recovered in the
trawl from releases made upstream, corrected for sampling effort. Differencesin abundance
estimates between methods of catch expansion have raised uncertainty as to which method is
most reliable.

In addition to uncertainty regarding catch expansion, genetic analyses indicate that length-at-date
methods used to apportion total juvenile abundance into the various runs of Chinook salmon
have been inaccurate. Those methods used length and date of capture to assign fish to agiven
race (Fisher 1992; and S. Greene, personal communication). Because the fall run composes over
90% of adult Chinook salmon returning to the Central Valley (www.fws.gov/stockton/afrp ),
small errorsin classification of individuals from this run can cause large errors in the numbers
assigned to other runs.

In recent years, genetic markers have been devel oped that make it possible to distinguish race of
Chinook salmon with greater than 95% accuracy (Banks and Jacobson 2004). Fin tissue for
DNA analysis was collected for 6 years from a subset of juveniles sampled at the Deltafish
facilities, and results showed that true winter run (determined by DNA) composed between 4 to
84% (with an average of 49%) of the juvenile salmon that were designated as winter run based
on length-at-date criteria (Hedgecock 2002). Although most genetic winter run were within their
designated length-at-date range (95.5%), roughly half the Chinook salmon in that length range
were actually of adifferent run (Hedgecock 2002). These results indicate that use of length-at-
date criteria can result in large overestimates of juvenile winter run abundance. The length-at-
date method may be even less accurate for spring run because their length and time of migration
overlap considerably with the fall run.
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To reduce these sources of uncertainty, the study reported here was designed with two
objectives: (1) to determine the most reliable methods for expanding trawl catchesto total
abundance; and (2) to sample the genetic composition of juvenile Chinook salmon catches at
Chipps Island and estimate the abundance that each genetically distinct group composed. The
analyses and results for these two objectives were divided into two reports. In thisreport, we
focus on trawl efficiency. In aseparate report, Pyper et a. (2013) use severa of the efficiency
estimates reported here and results of genetic sampling of juvenile salmon catches from October,
2007 to June, 2011 to estimate run compositions and abundances.

Determining the efficiency of midwater trawling at Chipps Island is especialy difficult because
catch rates are very low. As noted above, two distinct approaches have been applied in past
studies. First, simple expansion approaches have been used (e.g., Kjelson and Brandes 1989;
Kimmerer 2008) based on trawl-net dimensions and measures of trawl effort (time or volume
sampled). These “expansion” methods of estimating abundance assume afixed (constant) trawl
efficiency across time, and depend critically on assumptions that fish do not exhibit avoidance
behaviors and are randomly distributed with respect to trawl location. The second approach has
used paired releases of coded-wire-tagged fish (CWT releases) to provide empirical estimates of
trawl efficiency (e.g., USFWS 2006). In theory, paired-release estimates have several distinct
advantages: (1) they implicitly account for potential avoidance behaviors or distributional
anomalies (e.g., depth of migrating juveniles) that affect trawl efficiency; (2) they provide
period-specific estimates of trawl efficiency, which may vary seasonally or annually (USFWS
2006); and (3) they alow estimation of statistical uncertainty in efficiency estimates. However,
past paired-rel ease tests have been conducted primarily for fall run, and there has not been a
comprehensive examination of historic datato determine if improved estimates could be
developed by modeling relationships between trawl efficiency and key factors that might affect
efficiency (e.g., fish length, water flow, temperature, turbidity, etc.). In particular, we were
interested in devel oping improved models of trawl efficiency for spring and winter runs, which
compared to fal run, exhibit seasonal differencesin their migration timing and body size.

Thus, in this report, our primary objective was to examine rel ationshi ps between trawl efficiency
and potential covariates using historic paired-rel ease data, and to determine how to best apply
estimates to winter and spring run. To do so, we used Bayesian multilevel (hierarchical) models
of paired-release data across years 1979-2005. However, because these analyses highlighted
potential limitations of the paired-release data, we expanded our analysis to include “ proximal”
CWT releases (i.e., upstream rel eases that were made reasonably close to Chipps Island trawl)
for estimating trawl efficiency. Estimates based on CWT data were al'so compared to the “fish
flux” expansion method used by Kimmerer (2008).

Methods

In the remainder of this report, we define trawl efficiency as the proportion of available fish (i.e.,
potentially vulnerable fish that are occupying the channel trawl zone when sampling occurs) that
are captured when the trawl is operating, which is consistent with previous analyses (e.g.,
USFWS 2006). Given assumptions of randomness, thisis equivalent to defining efficiency as
the proportion of all fish surviving to and migrating past Chipps Island trawl! that would be
captured if the trawl operated continuously.

=2
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Data

Midwater trawling has been conducted at Chipps Island between April and June since 1978.
This sampling was initiated to gain abundance and survival information on juvenile salmon
emigrating from the Delta towards the Pacific Ocean (Brandes and McLain 2001) (map provided
in Appendix B). Generally, ten 20-minute tows were conducted three to seven days each week
from April to June (Brandes and McLain 2001). Sampling was conducted seven days per week
during recovery of experimental CWT releases of salmon (usually December-January and April-
May) to increase the numbers recovered from these experimental fish released upstream and in
the Delta. In October of 1993, sampling was expanded to continue through June of 1994, and
since October of 1994, year-round sampling has been conducted to better understand the
temporal patterns of juvenile salmon emigration downstream.

Trawls were conducted within a 3 km section of river upstream of the western tip of Chipps
Island (Brandes and McLain 2001). Trawls were conducted in both directions (upstream and
downstream) regardless of tide in three channel locations: north, south, and middle.
Occasionally, inclement weather, mechanical problems, or excessive delta smelt or salmon catch
reduced tow duration or number of tows per day.

Four key datasets spanning years 1978-2011 were compiled for thisanalysis: (1) CWT-release
data by tag code (race, location, date, hatchery source, number released, etc.); (2) effort data for
Chipps Island trawl by tow (minutes, volume, temperature, turbidity, etc.); (3) CWT-recovery
datafor Chipps Island trawl (tag code, tow, fish length, etc.); and (4) CWT-recovery datafor
ocean fisheries (tag code, fishery, expanded recoveries, etc.). Datasets for CWT releases, trawl
effort, and trawl recoveries were obtained online from the US Fish and Wildlife Service
(USFWS) data repository (www.fws.gov/stockton/jfmp/datamanagement.asp). Ocean recovery
data were obtained for all CWT tag codes in the USFWS database from the Regional Mark
Information System (RM1S), an online database query (www.rmis.org) for CWT data maintained
by the Pacific States Marine Fisheries Commission. We also obtained two records of daily flow
data (Rio Vista and estimated Delta Outflow) from the California Department of Water
Resources Dayflow program (www.water.ca.gov/dayflow). These datasets were merged in
various ways depending on the type of analysis or reporting conducted.

A key step in our data processing was to define unique “release groups’ that combined, where
applicable, two or more tag codes. Specifically, CWT releases with different tag codes but
identical entriesfor release location, date, hatchery source and race were combined and given a
unique release-group number (all further uses of “release group” refer to this definition). Data
for CWT releases by tag code (i.e., USFWS data) included an entry for fork length at release.
For our combined release groups, we computed a weighted mean for length at release, where
weights were equal to the number of fish released by tag code. Before defining our final set of
release groups, several tag-code groups were removed based on consultation with USFWS staff;
these primarily consisted of releases that occurred over extended periods (> 5 days) or with
unusual occurrences (e.g., high mortality during transportation). In addition, some tag-code
groups had missing entries for race or fork length, which were resolved (when possible) by
cross-checking the tag code with the RM IS database or by personal communication with
USFWS staff.
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For CWT-recovery datain the Chipps Island trawl, there were approximately ten fish for which
we computed negative travel times (i.e., catch dates were earlier than the release dates for those
fish). Thiswaslikely due to data entry errors or cases in which a group was released over
multiple days. These records were removed from the database. Recovered fish with fork-length
entries of zero were assigned missing values for fork length.

Ocean recoveries of CWT adult fish were restricted to observations in ocean and estuary
fisheries (i.e., river fisheries were excluded). The RMIS dataset contained a unique record for
each recovered fish that included the expanded number of recoveries based on the fraction of
catch sampled for CWTsin that timef/fishery stratum. This allowed us to compute total numbers
of observed (x) and expanded ocean recoveries (r), and the overal sampling fraction (f = x/r), for
each release group. The use of these quantities (x, r, f) is discussed below.

A final, important detail concerns the values of volume trawled per tow reported in the current
trawl-effort dataset. These volume estimates (for all years) are based on an assumed effective-
fishing mouth size of 18.5 m*for the trawl net fished at Chipps Island (Brandes and McLain
2001). However, measurements conducted in 2009 provided lower estimates of net-mouth areas,
with mean effective-fishing mouth sizes of 12.7 m? for the Whitesel, which operated from 1986
to March 10, 2009, and 13.0 m? for the Confluence (March 11, 2009 to present) (P. Brandes,
USFWS, pers. comm.). To be consistent with the existing USFWS database, we did not adjust
trawl volumes to reflect these recent estimates of net-mouth area. As discussed below, a change
in net-mouth area has very little consequence for our analysis of trawl efficiency (and abundance
estimation), except in the case of the fish-flux method.

Paired-release studies

The paired-release design consists of one CWT group released downstream of Chipps Island that
is paired with one or more upstream releases. The downstream release, referred to here asthe
“control” group, provides the basis for estimating the survival rate of the upstream group from
point of release to passage at Chipps Island. In turn, this allows estimation of the abundance of
juveniles passing Chipps Island and traw! efficiency. In the following sections, we describe the
statistical modeling framework used to examine paired-rel ease estimates of trawl efficiency.

Single-study estimates

Thefollowing is abrief synopsis of estimators for trawl efficiency based on a single paired-
release test in which one control (downstream release) is paired with one upstream release. For
our purposes, it was sufficient to develop approximate estimators for efficiency and variance,
which were used primarily in exploratory analyses. Details of the derivation of estimators and
their variances are provided in Appendix A.

Define as follows:
R = number of CWT fish released (subscript 1 = upstream, 2 = control)

r = number of actual ocean recoveries of R
X = number of observed ocean recoveries of R
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g = probability of afish (either an upstream release that passes Chipps Island or a control
release) being captured in ocean fisheries (function of marine survival, ocean
distribution, harvest rates)

f = overal fraction of catch sampled for CWTs in ocean fisheries

s=survival rate of upstream fish from point of release to Chipps Island

n = number of upstream fish captured by the Chipps Island trawl

E = trawl efficiency (proportion of available fish captured when the trawl is operating)

p = proportion of time (or standardized volume) trawled

Asdetailed in Appendix A, akey assumption underlying the estimation of survival (s) and trawl
efficiency (E) isthat control fish have the same probability of capturein ocean fisheries as
upstream fish that migrate past Chipps Island trawl. Thisassumption (i.e., q; = ) leadsto the
following maximum-likelihood (ML) estimates for survival rate and trawl efficiency:

(1) 5= % foRo
xR

2 g-_Meh
% foRop

In Equations (1) and (2), the observed variables are the upstream captures at Chipps Island (n)
and observed ocean recoveries (X1, X2). Asdiscussed in Appendix A, we defined these equations
in terms of observed ocean recoveries (x) rather than expanded recoveries (f = x/f) to make
explicit that uncertainty accrues from the actual observations (x).

The efficiency estimate (Equation 2) is standardized to account for the proportion (p) of time or
volume sampled during the period in which upstream rel eases migrate past the Chipps Island
trawl. Thisallowsfor direct comparisons across efficiency estimates computed at different
periods and sampling intensities. Traditionally, p has been computed as the fraction of time
trawled across the full capture period:

D

2 Ma
34 ==l
(39 ) D *1440

where d denotes day, D is the number of days in the capture period (from first to last day of
capture at Chipps Island), and M is the daily minutes trawled (total minutesin aday = 1440). In
this case, trawl efficiency (E) represents the fraction of migrating fish that are captured when the
trawl isoperating. This assumes that trawl operation (e.g., trawl gear, speed, channel coverage,
etc.) is consistent across all paired-release tests examined. However, thereis clear evidence of a
declining trend over yearsin volume per minute sampled (Figure 1). (Note that increased
seasonal sampling since October of 1993 cannot readily account for the differences observed in
Figure 1 because thereis little to no overlap in the boxplots between early and later years.)
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Assuming that volume is a better measure of sampling effort than time, we computed p asa
standardized proportion of volume sampled:

D

2V
3b __d=1
(30) P D*1440* v

where V isdaily volume sampled, and v is an arbitrary scalar defining a“standard” rate of
volume sampled. For simplicity, we set v equal to 2000 m*minute (slightly less than the average
rate observed in recent years; Figure 1), such that the “ standardized” total daily volume sampled
(for continuous 24-hour trawl operation) was 1440 minutes/day x 1000 m*/minute = 1,440,000
m/day. In this case, trawl efficiency (E) is defined as the fraction of migrating fish that are
captured when the trawl is sampling at arate (v) of 1000 m*minute. Unless noted otherwise, we
used volume-based p (Equation 3b) to standardize efficienciesin all analyses below.

The ML estimates (1)-(2) may be biased, in particular when the expected number of ocean
recoveriesislow (Appendix A). Approximately unbiased estimators, referred to here as “bias-
corrected” estimates, are given by

_x(e-DfR

(4) S
xS 1R

(X —1)fp
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As reported below, differences between ML and bias-corrected estimates were typically trivial
for the paired-rel ease tests examined. Because the ML estimates are consistent with the
multilevel modeling approach used here, we report ML point estimates of s and E (where
applicable) unless noted otherwise.

Multilevel models of trawl efficiency

We examined factors affecting trawl efficiency by modeling rel ationships across al paired-
release tests of adequate quality. There were two general sources of replication. First, the key
source of temporal replication was the number of unique control groups across years. The
second source of replication, where appropriate, was provided by pairing multiple upstream
releases with a given control (asimilar approach has been used by USFWS to compute “mean”
annua efficiency estimates; e.g., USFWS 2006). Pairing each control with multiple upstream
releases will (in theory) improve the reliability of efficiency estimates and inferences. However,
efficiency estimates based on same control group are not statistically independent (i.e., all
estimates depend on the same observation of control-group ocean recoveries, x,). The upstream
releases are essentially “subsamples’ used to better estimate trawl efficiency during a narrow
period when a control release ismade. In contrast, true replication occurs at the level of the
control group, both with respect to estimates of efficiency (statistical independence) and defining
unigue environmental conditions or factors that may influence efficiency.
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From amultilevel (hierarchical) modeling perspective (Gelman and Hill 2007), we view controls
asa*“grouping variable’ for upstream releases (i.e., upstream releases are nested by control
group), and we are interested in modeling efficiency at the control-group level using “ group-
level” covariates. This modeling approach for paired-release tests is well suited to Bayesian
methods (Gelman and Hill 2007). At the upstream-release level, each estimate of efficiency
incorporates three observed variables (n, X3, o) that can be modeled using separate distributions.
These processes determine the observation error (i.e., sampling or measurement error) associated
with a given efficiency estimate. Variation among efficiency estimates at the control-group level
(analogous to the mean across upstream releases) will be due to observation error aswell as
process error (e.g., variation in efficiency due to environmental conditions such as flow). Our
goal was to model efficiencies at thislevel to examine potential relationships between efficiency
and severa covariates.

We can express the multilevel model for paired-rel ease data as follows, where upstream release |
is nested in control group j:

¥ ~ Poisson(Rsqfi1 fi)

Xj ~ POISSOI"I(RJC]J f])

N ~ Poisson(R s Ejjijpi)

log(E;) ~ N(Bo + p1X .0 &)

(6)

In a Bayesian context, these distributions represent the likelihood functions for each variable.
The model contains three observed variables (n;, X;, X;) that are assumed to follow Poisson
distributions (see Appendix A); known quantities for upstream releases (R;, fi, p;) and control
groups (R, f); and parameters for upstream survival rates (s), control-group ocean recovery rates
(g;), and control-group efficiencies (E;). These efficiencies, which are assumed to follow alog-
normal distribution, are modeled as alinear function of a covariate X, with intercept fo, slope fi,
and standard deviation oe. These latter parameters (fo, f1, o) are commonly referred to as
group-level parameters or hyperparameters.

For controls that are paired with multiple upstream releases, the model (Equation 6) assumes that
variation in upstream captures at Chipps Island (n;) will be adequately described via Poisson
distributions with a common efficiency (E;j). However, thisis an unrealistic assumption, and
there was clear evidence of “overdispersion” in the data (i.e., variances in observations of n;
exceeded those assumed under the Poisson distribution). There are numerous potential
explanations for such overdispersion, including factors that might lead to differences among
upstream releases in their efficiencies (e.g., subtle differences in migration timing relative to
trawl sampling, conditions experienced, fish behavior, etc.) or ocean capture rates (e.g.,
differencesin ocean survival and/or harvest rates). To account for overdispersion, the model was
modified as follows (e.g., Gelman and Hill 2007, p. 325):

(7) ny ~ Poisson(R § Ejfj; pid;)
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where & denotes arandom deviate at the upstream-release level, with adistribution given by
®) log(7) ~ N(0.05).

The standard deviation o (an additional hyperparameter) determines the degree of
overdispersion, where o5 = 0 corresponds to the Poisson model (i.e., no overdispersion).

The Bayesian hierarchical models were fit using WinBUGS; see Gelman and Hill (2007) for
details. Diffuse (non-informative) priors were specified for al parameters to ensure that
posterior probability distributions reflected the data-based likelihoods. For a given model, each
of three randomly-seeded chains were ssmulated for 5000 iterations, which provided adequate
convergence. The final 2500 iterations were thinned across chains to provide asample (N =
1000) of the joint posterior distribution of al parameters.

Selection of paired-release data

Careful selection of control-upstream pairsis warranted. The selection process is an attempt to
best satisfy the critical assumption that control fish and upstream fish (i.e., those passing Chipps
Island) have similar marine survival rates and distributions in ocean fisheries, such that capture
probabilities may be assumed equal (0. = gz or ¢ = ). Thus, in terms of factors that likely
influence ocean survival/recovery rates, we want to ensure that control groups are reasonably
“representative’ of upstream releases at the point of Chipps Island passage.

To begin, candidate control groups were defined as any release made at either Benicia (~ 22 km
downstream of the Chipps Island trawl) or Port Chicago (~ 12 km downstream) (Appendix B).
Candidate control-upstream pairs had to be of the same race (fall, late-fall, spring, or winter). In
addition, we required that all candidate releases (control or upstream) have a minimum fork
length (the reported sample average at release) of 70 mm and at least five observed ocean
recoveries (x). Values of x less than five produce efficiency estimates with very high observation
error; that is, they add alot of “noise” with minimal information on actual efficiency. The above
criteriaremained fixed in al analyses.

We then established three “flexible” criteriafor selecting candidate control-upstream pairs,
where each criterion had two options (Table 1). These three criteria— fish source, migration
timing, and fish size — are likely to be important determinants of marine survival rates and ocean
distributions. Rather than limit our pairing selections to one or afew arbitrary sets of criteria, we
examined the implications of al eight possible sets. The least restrictive set alowed for
upstream releases to have a different fish source (i.e., “any”) from the control group, a median
capture date for upstream recoveries at Chipps Island within two weeks (+ 14 days) of the
control release date, and a median fork Iength for upstream recoveries within 10 mm (+ 10 mm)
of the control fork length (the reported sample average at release). In contrast, the most
restrictive set required that upstream rel eases had the same hatchery source as the control release,
had a median capture date within one week (£ 7 days) of the control release, and had a median
fork length within 5 mm of the control fork length. Summaries of the control and upstream
releases defined by the eight aternative pairing sets are provided in the Results section.
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Table 1. Options examined for three pairing criteria.

Pairing criterion Option 1 Option 2

Fish source (hatchery) Any (no restriction) Same

Median day of upstream recoveries
at Chipps Island versus control-
group release day

* 14 days + 7 days

Median fork length of upstream
recoveries at Chipps Island versus + 10 mm +5mm
control-group fork length

Treatment of survival-rate estimates that exceed 1.0

The paired-release design can result in survival-rate estimates ( §) greater than 1.0. Although
such estimates are clearly invalid from abiological perspective, they can be valid from a
statistical perspective. For example, the expected sampling distribution of § will contain a
region of § > 1 when the true survival rateis high (close to one) but precision islow because
ocean recoveries are low. Furthermore, across multiple tests (control groups), we would expect
random cases in which ocean recovery rates of control fish (gy) were lower than for upstream
releases (qy), resulting in a higher frequency of § > 1. Thus, we anticipate values of § > 1 that
are statistical valid even when assumptions are met (i.e., g1 = g for asingletest, or q; =q, for

multiple tests). Removing datain such cases (high § and low E) would tend to bias mean
efficiency estimates upward.

On the other hand, we are primarily interested in explaining “true”’ variation in efficiencies, and

valuesof § > 1 will introduce variationin E that is biologically invalid (known statistical
“noise”). Moreover, it isreasonable to expect cases in which the assumption of equal (or close
to equal) ocean recovery rates for control and upstream releases will be strongly violated. In
such cases, values of § > 1 may provide acompelling reason to exclude paired-rel ease data
associated with a given control group.

Our treatment of paired testswith § > 1 was asfollows. First, we removed control groups for
which al paired upstream releaseshad § > 1 (i.e., ML surviva-rate estimates > 1.0; Equation 1).
These data provided no insight into the possible validity of estimates. Many of the remaining
control groups were paired with one or more upstream releases with § < 1 but otherswith § > 1.
We then fit models using two datasets with (1) al upstream releases retained (referred to herein
asthe “all-upstream” dataset), and (2) only those upstream releases with § <1 (the“s< 1”
dataset). Details of these datasets are provided below in the Results section.

In addition, we constrained all survival-rate estimates to a maximum of 1.0 when fitting
multilevel modelsin WinBUGS (unless noted otherwise). Our rational was to reduce statistical
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“noise” (sampling error) given the primary objective of examining associations between “real”
variation in efficiencies and environmental covariates.

Covariates examined

We examined relationships between traw! efficiency and five factors: fish race, fork length,
turbidity, water temperature, and flow. As discussed below, most paired-release tests were for
fall Chinook, with several late-fall tests and one spring-run test. Exploratory analysis revealed
no substantive differences between the fall and spring tests, either in terms of efficiency or
conditions experienced. Thus, examinations of potential differencesin efficiency due to race
were limited to comparisons between pooled fall/spring tests and late-fall tests.

The remaining covariates were computed in two stages. First, covariate measures were
computed for each upstream release. The fork-length measure (units mm) was simply the
median across observed captures (recoveries at Chipps Island trawl) for a given upstream rel ease.
Asameasure of turbidity, we used secchi disc readings (depth in units m), which were recorded
for most tows. Note that secchi measurements are inversely related to turbidity. We aso used
water temperature measurements (degrees C) by tow, and two daily measures of flow (cfs): Rio
Vistaflow and estimated Delta Outflow.

We explored several options for computing upstream-rel ease measures of secchi, temperature,
and flow. Theseincluded (1) the median measure across observed recoveries; (2) the mean
across recoveries; (3) the mean across al tows (or days in the case of flow) during the observed
recovery period (i.e., first to last day of capture at Chipps Island); and (4) a weighted mean based
on estimated daily catch-per-unit-effort (CPUE = daily captures/ daily volume fished) across the
recovery period. Note that measure (2) is aweighted mean in that tow- or day-specific measures
are weighted by the number of observed recoveries (a crude approximation of the underlying
distribution of migrating fish). In contrast, measure (3) computes means across al available
records within the recovery period, regardless of when fish are recovered (assumes amore
uniform distribution for migration). The CPUE measure has the potential advantage of
weighting recovery-specific records by effort (volume fished), and hence, better approximating
the underlying distribution of migrating fish. However, this approach was compromised by
missing sampling days for some upstream release (see Discussion). In general, these four
approaches provided similar (i.e., highly correlated) measures across upstream rel eases.
Consequently, we selected measure (2) — the mean across records for each recovery — as the
upstream covariate for secchi, temperature, and flow.

In the second stage, we computed covariate measures by control group (for controls paired with
two or more upstream rel eases) as the mean across upstream-rel ease measures. Because most
controls were paired with multiple upstream rel eases, the potential influence of the
computational form for upstream measures was further minimized by averaging across them.

To facilitate model comparisons, we standardized each continuous covariate (excluding race) to
have a mean of zero and standard deviation of one. This standardization improves model
convergence and allows for direct comparisons of model coefficients (8, and 81; Equation 6),
which are on the same scale regardless of the specific covariate units (Gelman and Hill 2007).
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Baseline and sensitivity analyses

Multilevel models were fit a given dataset beginning with a“mean-only” model (i.e., omitting
the covariate X in Equation 6), followed by all single-covariate models. The baseline anaysis
used the most inclusive (base) pairing set. Sensitivity analyses were then conducted by refitting
all modelsto each of the seven more restrictive pairing sets. For each pairing set, models were
fit to the “all-upstream” dataset as well asthe “s < 1" dataset, which removed upstream releases
with survival estimates greater than one. In total, 112 models were examined.

Additional models were then fit to examine the sensitivity of results to exclusion of |ate-fall
releases. Late-fall releases had high fork lengths and were associated with low temperatures, so
it was unclear to what extent these data might obscure relationshi ps between these factors and
efficiency for fall/spring releases. Thus, we removed late-fall releases from all pairing sets and
refit the mean-only and single-covariate models. These analyses were limited to all-upstream
datasets.

Finally, we tested the sensitivity of results to the choice of p (proportion of time or volume
sampled) used to standardize efficiency tests across periods. The default was volume-based p
(Equation 3b). To examine the influence of using time-based p (Equation 3a), we refit models
using the base pairing, all-upstream dataset. We also examined an additional covariate
(log[volume/minute]) to test for evidence of alinear relationship between efficiency and
volume/minute sampled. We anticipate that efficiency would be roughly proportional to volume
sampled, but the use of time-based p ignores the obvious trend in volume/minute sampled across
years of paired-release tests (Figure 1). The volume/minute covariate was computed for each
upstream release as > V4 / Y My (i.€., sums across the full capture period), and then averaged
across replicate upstream rel eases for each controls group.

Proximal releases

As discussed below, the paired-release analysis provided evidence of potential biasin estimates
of survival rate and efficiency. We therefore examined alternative approaches for estimating
efficiency using “proximal” upstream releases that were made relatively close to Chipps Island.
These included numerous rel eases made at Jersey Point and Sherman Island, as well as four
“gpecia” releases (three at Pittsburg and one at Sherman Island) that were associated with an
initial 24-hour period of intensive trawl sampling.

Jersey Point and Sherman Island releases

The primary focus of this analysis was to estimate mean efficiency across releases. Releases at
Jersey Point (roughly 19 km upstream of Chipps Island) and Sherman Island (13 km upstream)
were selected because of their close proximity to Chipps Island and because numerous rel eases
(> 20) were made at each location across years. A key assumption of our approach is that fish
survival from point of release to passage at Chipps Island will be close to 100% for nearby
releases that migrate rapidly downstream. Thus, the approach did not require use of control
groups to estimate survival.

Presumably, release groups with relatively slow migration rates will tend to experience higher

mortality prior to passage at Chipps Island (thus reducing abundance and apparent efficiency).

To account for this possibility, we modeled efficiency as afunction of two alternative measures
=2

Ls#8 Cramer Fish Sciences | 21



of migration rate: (1) the number of days from release to first capture at Chipps Island (first-day
models); and (2) the number of days from release to median day of capture at Chipps Island
(median-day models). In other words, we treated these variables as potential surrogates of
survival, with an assumed survival rate of 100% at “day 0" (rapid migration), and an implied
declinein survival thereafter.

Statistical methods were as follows. For a given release, an estimate of efficiency (assuming
100% survival from release point to the Chipps Island trawl) is given by

(9) E-

Rp

We used Bayesian multilevel models to estimate efficiency across multiple releases. The
Bayesian models, which accounted for over-dispersion in captures n, had the general form:

nj ~ Poisson(R E; p;6;)
log(E;) = fo + P1Xi

(10) l0g(6) ~ N(0,63)

where log(efficiency) was modeled as a linear function of a migration-rate covariate (X = first
day or median day of capture at Chipps Island) with parameters 5, and f;, and the
hyperparameter os measured the degree of overdispersion. The key parameter of interest was the
intercept (Bo), which provides an estimate of (log) mean efficiency at day 0. Details of model
simulation were the same as those described above for paired-rel ease models, except that chains
were simulated for 20,000 iterations to provide adequate convergence.

Separate analyses were conducted for the Jersey Point and Sherman Island datasets. Three
models were fit to each dataset: (1) amean-only model, which excluded the covariate X in
Equation 10; (2) a“first-day model” in which X was the number of days from releaseto first
capture at Chipps Island; and (3) a“median-day model” in which X was the number of days from
release to median day of capture.

Specia releases

A final set of four proximal releases was examined. These release experiments included an
initial 24-hr period of intensive trawling at Chipps Island, followed by regular or intermittent
trawl activity in subsequent days. As detailed below, three of the releases (race designation =
“hybrid”) were made at Pittsburg (roughly 4 km upstream of Chipps Island) in 2009, while one
late-fall release was made at Sherman Island in 2003.

We examined each of these rel eases separately to better account for the highly skewed patterns
of daily trawl effort and captures across the recovery period. Tow-specific datawere visualy
examined across the recovery periods. The patchiness of recoveries precluded the use of a
simple parametric description (model) of the migration distribution at Chipps Island. We
therefore used a simple period-based approach to account for migration, sampling effort, and
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missing days to compute efficiency for each special release. Our approach had the following
assumptions and details:

(1) Survival rate from point of release to passage at Chipps Island was 100%.

(2) The migration timing (arrival) at Chipps Island began with the first (tow-specific) capture
during the initial intensive-sampling period.

(3) The migration ended at midnight on the last day of recorded capture.

(4) Theinitial intensive-sampling period, which extended for roughly 24 hours from about
noon of the release day until noon the next day, was divided into two periods. Thefirst
period extended from the tow of first capture and ended at the beginning of the final 10
tows of intensive sampling (the next day). The second period extended from the
beginning of the final 10 tows through midnight of that day. All remaining periods were
defined as daily 24-hr intervals.

(5) For each period, the proportion of the migration sampled was estimated based on the
catch-per-unit-effort (CPUE) observed in that period.

(6) For days with no sampling, simple linear interpolation was used to estimate CPUE.

Formally, CPUE (denoted q) was computed for each period (d) as the catch per minute sampled
at a standardized volume-sampled rate (v) of 1000 m*/minute:

A Ny Vv
(D qd_Md((Vd/Md)J

wheren, V, and M represent the total catch, volume sampled, and minutes sampled across tows
in period d. (Note, to ignore potential differencesin volume sampled and use only time-based
effort, the right-hand term in Equation 11 would be omitted.) For days with no sampling, q was
estimated by simple linear interpolation. To estimate catch under continuous trawling, we
multiply CPUE by the total period minutes (M*) available for sampling:

*

(12) Cqg =qgMy .

Across the full migration (periodsd =1, 2, ..., D), efficiency is estimated as

(13) E=d=l

Note that the estimated proportion of the migration sampled isgivenby Y ny/ Y €q4. Thisis

directly analogous to the definitions of p provided earlier (Equation 3). The crucial differenceis

that the latter are based on simple sums of effort (volume or minutes trawled) across the full

recovery period regardiess of the daily distribution of captures, whereas the approach used here
=2
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for the special releases uses CPUE (a proxy for the migration distribution of fish) to weight
sampling effort for each discrete period examined within the migration.

We used a bootstrap procedure to approximate the precision and confidence intervals for each
special-release estimates of efficiency. In brief, the method randomly sampled tow-specific
CPUE estimates by period and then re-computed estimates as above (Equations 11-13).
Specificaly, the procedure for a single bootstrap replicate was as follows:

(1) For each period of the migration (d =1, 2, ..., D) that was sampled, we re-sampled (with
replacement) the tow-specific estimates of CPUE, assigned the randomly selected values
to each tow within the period, and computed a new observed (decimal) catch.

(2) Next, we computed the new period-specific CPUES (across tows; Equation 11) and used
linear interpolation to estimate CPUES for missing days.

(3) Last, we computed new values of estimated catch (Equation 12) and trawl efficiency
(Equation 13).

This procedure was repeated 2000 times to generate a bootstrap distribution { b} of efficiency
estimates for each release as well as for estimates of mean efficiency (across all four releases or
only Pittsburg releases).

Expansion methods

We refer to “expansion methods’ as any method that computes total abundance by expanding
trawl catches based only on physical measures related to net dimensions and trawl effort. In
other words, there is no empirical (e.g., mark-recapture) estimate of trawl efficiency associated
with an expansion method. However, any such method has an “implied efficiency” underlying

it, and we can directly compare thisimplied efficiency to estimates based on CWT releases. In
genera, it is not possible to rigorously estimate variances associated with the implied efficiencies
of expansion methods because they are based on assumed constants.

For example, Kjelson and Brandes (1989) expanded marked catches to estimate survival to
Chipps Island using an expansion approach. The expansion is based on the proportionate
“gpace” occupied by the net in the channel, which is then further expanded to account for the
proportion of time trawled (this approach has been referred to as a“ space-time” expansion). In
short, the method as detailed by Kjelson and Brandes (1989) has an implied efficiency equal to
trawl net-mouth width (9.1 m) divided by mean channel width (1167 m), that is, an efficiency of
0.0078 (i.e., 0.78% of all fish migrating past the Chipps Island trawl would be captured under
continuous trawling). Some of the implicit assumptions of this approach, which are not required
of CWT-based estimates, include: (1) all fish migrate at depths vulnerable to trawling; (2) fish do
not avoid the trawl net nor are they herded into it; (3) fish cannot pass through the net; and (4)
trawling locations provide a representative sample of the spatial distribution of migrating fish
(e.g., fish are randomly distributed across the channel).

As noted by Kimmerer (2008), however, the “space-time” expansion is only appropriate for a

stationary sampler (i.e., the trawl net is not occupying afixed proportion of the channel, but is

actively moving up and down the channel). Instead, Kimmerer (2008) developed a “fish flux”

expansion method that assumes that the fraction of fish captured will be directly proportional to
=2
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the volume sampled. To appropriately expand trawl catch, the method requires a guesstimate of
the volume of water that migrating fish occupy. Specifically, the fish-flux method was defined
asfollows (see Equation 7 of Kimmerer 2008; we have omitted subscript ¢, which denoted
Chipps Island trawl):

Fd
2 Nop

A _ p=1
(14) Dy = R WZu |
D Vo
p=1
where

d = subscript denoting day

p = subscript denoting tow (trawl “sample’ in Kimmerer)

® = daily flux of fish passing Chipps Island (i.e., total abundance)
N = number of fish caught

V = volume sampled (m®)

W = channel width (Kimmerer assumes 1000 m)

Z = depth over which fish migrate (Kimmerer assumes 4 m)

u = migration speed (Kimmerer assumes 6000 m/day)

The daily expansion from catch (N) to abundance (@) in Equation (14) is determined by the ratio
of two volumes, that is, the volume of water occupied by migrating fish (= WZu) divided by the
total volume of water sampled (trawled). We can define the implied trawl efficiency of the fish-
flux method on adaily basis as follows:

Vé
15 Eq=——.
(13) 4" wzu

where Vé isthetotal daily volume sampled under continuous trawling. In Kimmerer's
application, the daily volume of water occupied by migrating fish (= WZu) is 24 millionm®. As
noted above, our “ standardized” total daily volume sampled (i.e., assuming continuous trawling
at arate v of 1000 m*minute) is 1,440,000 m*, which yields our first value for implied
efficiency:

1440000

=—————=0.060.
24,000,000

(16) B

Thus, at avolume sampling rate of 1000 m*minute, the fish-flux method assumes an efficiency
of roughly 0.060 (6.0% of al fish migrating past Chipps Island would be captured in the trawl
under continuous trawling).

=2
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The implied efficiency defined by Equation (16) is applicable to the trawl volumes currently
reported in the USFWS database (and used by Kimmerer 2008). However, to make the most
accurate comparisons between CWT-based efficiencies and the fish-flux method, we should
account for the recent (improved) data on net-mouth area discussed in the Data section. Current
trawl volumes are likely overestimated because they are based on an assumed net-mouth area of
18.5 m?, whereas recent measures were 12.7 m? (Whitesel; used between 1986 and March 10,
2009) or 13.0 m? (Confluence; used between March 11, 2009 and present), depending on the
vessel. To correct volumes using a net-mouth area of 12.7 m?, for example, we multiply reported
volumes by 0.686 (= 12.7/18.5). We apply this correction to Equation (16) to obtain our second
value for implied efficiency for the fish-flux method:

~ 1,440,000x 0.686 0
24,000,000 '

(17) E, 041.

Note that aslightly higher value of 0.042 for implied efficiency is obtained using a net-mouth
area of 13.0 m* (Confluence) instead of 12.7 m? (Whitesal).

To be clear, al we are doing in Equation (17) is acknowledging that when we specify avolume
sampled rate of v = 1000 m*/minute based on current trawl volumesin the USFWS database, the
“actual” volume sampled rate should be 686 m*/minute (i.e., assuming a true net-mouth area of
12.7 m? instead of 18.5 m?). Equation (17) then provides the best estimate of implied efficiency
for comparison with the CWT-based efficiencies we report. Note that a change in the volume
scalar, which is applicableto all years of data (ignoring the ~ 2% difference in the Whitesel and
Confluence estimates), has no influence on our CWT-based estimates because they depend on
relative rather than absolute volumes. Only the definition of v or “standardized effort” changes
(e.0., efficiency estimates are either defined based on continuous sampling at arate of 1000
m>/mi nute given anet-motith area of 18.5 m?, or arate of 686 m*/minute given a net-mouth area
of 12.7 m).

Results

Paired-release studies

Initial pairing set, point estimates, and data removal

A summary of theinitial candidate pairingsisshownin Table2. A total of 40 candidate control
groups were paired with 215 upstream releases. (Note that throughout, control-group names
designate atwo-digit year of release and within-year replicate, such that “96-2" denotes the
second control release for 1996.) Across years, 22 of the control groups were released at Port
Chicago and 18 at Benicia. However, as discussed below, four control groups were subsequently
removed because survival estimates exceeded 1.0 or the test data were a clear outlier (see shaded
rowsin Table 2). Notethat in recent years, there were significant harvest restrictionsin ocean
fisheries off the coast of California, and consequently, numbers of observed ocean recoveries (X)
were too limited to define valid candidate pairings.

Point estimates of survival rate and traw! efficiency for upstream release groups (N = 215, initia
pairingsin Table 2) are shown in Figure 2. A total of 45 (21%) of the ML survival estimates
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exceeded 1.0. There was little difference between ML and bias-corrected estimates of either
survival or efficiency (Figure 2). The median coefficient of variation was 23% for survival
estimates and 36% for efficiency estimates (Figure 3).

Upstream survival estimates varied widely, both within and among control groups (Figure 4A).
All survival estimates exceeded 1.0 for three control groups (88-2, 90-2, and 90-3). Efficiency
estimates also varied widely among controls (Figure 4B). In particular, estimates for the 2008
control group (08-1) were al extremely low.

Exploratory mean-only models were used to estimate group-specific efficiencies for the initia
pairing set (Table 2). Estimates are presented in Figure 5, with no constraint placed on survival
(top panel) and a constraint of s< 1 (bottom panel). The three control groups for which all
upstream survival estimates exceeded 1.0 had group efficiencies that were reasonably consistent
with the other control groups, in particular for the model in which survival was constrained to s <
1 (Figure 5B). Nevertheless, these data provide no guidance as to what reasonable survival
estimates may have been (i.e., all estimates are biologically invalid), and hence, these groups
were removed from further analysis.

The efficiency estimate for the 2008 control group (08-1) was a clear outlier with very low
efficiency, regardless of the constraint placed on survival (Figure 5). There were no obvious
differences among the five 2008 upstream releases and the remaining fall releases for variables
such as release date, fork length, secchi (turbidity), temperature, and flow (Figure 6). However,
the 2008 rel eases were associated with anomalously low sampling effort, both in terms of the
proportion of volume sampled and number of days not sampled during the Chipps Island
recovery period (Figure 6). Thus, it seemsunlikely that this outlier reflects important evidence
of environmental processes affecting trawl efficiency. Instead, the data suggest that sampling
variation related to sparse trawl activity (Figure 6) and poor survival estimation (Figure 4)
warrants removal of this data point. Given that four of the five upstream releases had survival
estimates greater than 1.0 (Table 2; Figure 4), and the obvious discrepancy in the 2008 efficiency
estimate, this group was aso removed prior to further analysis.

Fina datasets

Tables 3-5 provide summaries of the final control-upstream pairings across the eight alternative
pairing sets. Specifically, Table 3 shows pairings in which al upstream rel eases were included
regardless of survival estimate (“all-upstream” datasets), while Table 4 shows pairings after
removal of upstream releases with survival estimates greater than 1.0 (“s< 1" datasets). For
each pairing set, Table 5 shows total numbers of control and upstream releases by race. The
number of controls ranged from 36 for the base set to alow of 25 for the most restrictive pairing
criteria (set 8; Table 5). For all-upstream datasets, total upstream rel eases ranged from 204 for
the base set to only 55 for set 8. For s < 1 datasets, upstream releases ranged from 169 (base) to
46 (set 8). Of the 36 base control groups, 29 were fall releases, six were late-fall releases, and
one was a spring-run release (group 03-2).

Sampling conditions varied widely by control group (Figure 7 and Figure 8) and race (Figure 9).

Late-fall releases were characterized by high fork lengths (Figures 7C and 9) and low
temperatures (Figure 8B and Figure 9). There was also considerable contrast in secchi and flow
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measures across control groups (Figure 8). The conditions experienced by the single spring-run
release were similar to those for fall releases (Figure 9).

Baseline models

The first models we fit to the base pair sets contained no covariates (mean-only models). These
models provided control-group estimates of efficiency, as well as (hyperparameter) estimates of
(1) the mean efficiency across control groups, (2) the standard deviation (og or “SD efficiency”)
for the between-group variability in efficiency among controls, and (3) the standard deviation (o
or “SD dispersion”) of the within-group variability (over-dispersion) in efficiency among
upstream releases. The control-group efficiency estimates are shown in Figure 10 for the all-
upstream dataset (top panel) and the s < 1 dataset (bottom panel). Posterior probability
distributions for hyperparameters are shown in Figure 11 (also see summaries for Set 1, Table 6).

Results for the two datasets may seem counterintuitive at first. For the all-upstream dataset, the
posterior median for mean efficiency was 0.0058 (Figure 11). After removing upstream releases
with survival estimates exceeding 1.0, mean efficiency declined dlightly to 0.0051. As noted
above, releases with estimated s > 1 are expected to have low efficiency estimates, so after their
removal, we might expect mean efficiency to increase rather than decline. The apparent reason
for this discrepancy liesin the internal constraint placed on survival during mode fitting: all
survival estimates were constrained to a maximum of 1.0. Asaresult, upstream releases with s >
1 provided higher efficiency estimates when max(s) = 1. For example, suppose that five
upstream releases (i) are paired with a given control (j), but in all cases, surviva estimates are
biased high because g; > ¢, and hence, efficiency estimates are biased low. If releases with
inadmissible survival estimates (s> 1) are removed, group efficiency remains biased low. But
when they are retained and s is constrained to < 1.0, the overall group efficiency increases.

This effect of removing upstream rel eases was most pronounced for control groups 00-1, 01-1,
and 02-2 (Figure 10). These controls were paired with numerous upstream releases, many of
which had survival estimates exceeding one (e.g., Table 2). When inadmissible (s> 1) upstream
releases were removed, the group efficiency estimates were comparatively low (Figure 10B);
however, with all releases retained, the group efficiencies were considerably higher and more
similar to those for other control groups (Figure 10A).

The choice of dataset also influenced estimates of SD efficiency and SD dispersion (Figure 11).
The posterior median for SD efficiency was considerably lower for the all-upstream dataset
(0.046) than for the s <1 dataset (0.57). Thisreduced SD efficiency (between-group variation)
was duein large part to the higher (and more similar) efficiencies of control groups 00-1, 01-1,
and 02-2 for the all-upstream dataset (Figure 10). In contrast, SD dispersion (within-group
variation) was greater for the all-upstream dataset (median = 0.46) than for the s < 1 dataset
(0.37) (Figure 11). Thiswas dso largely due to the three controls (00-1, 01-1, and 02-2), which
exhibited much greater within-group variation in efficiencies when all releases were retained and
survival was constrained to < 1.0.

Our primary objective was to better explain (account for) the between-group variation in

efficiencies observed across control groups (Figure 10). To visually explore potential factors
affecting these efficiencies, we plotted the all-upstream estimates (Figure 10A) against each
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covariate, as shown in Figure 12. The single efficiency estimate for spring run was very similar
to the median estimate across fall groups (Figure 12). Late-fall groups tended to have slightly
higher efficiency estimates. Estimates were reasonably similar across months, although there
was atendency for higher estimates in December (late-fall groups). Acrossall control groups,
there was little visual evidence of a strong relationship between efficiency and either fork length,
secchi, temperature, or flow (Figure 12).

Results for single-covariate models provided only weak evidence of associations between
efficiency and the factors examined (Figure 13; Table 7 and Table 8, Set 1). Parameter estimates
were reasonably consistent for the all-upstream and s < 1 datasets (Figure 13), and thus,
reporting of resultsis limited to estimates for the all-upstream dataset (unless noted otherwise).
The strongest relationshi ps was between efficiency and secchi measurements (median S, = 0.15;
SD(51) = 0.09). However, the secchi coefficient was only marginally “significant” (Figure 14;
Table 7); the 80% probability interval (0.03, 0.26) excluded zero (no relationship), whereas the
95% interval included zero (-0.03, 0.32). In addition, from abiologica perspective, we would
expect a negative rather than positive relationship between efficiency and secchi (i.e., water
visibility). Increasing turbidity (decreasing secchi) should reduce fish avoidance behavior and
increase efficiency, but the opposite relationship isimplied by these data.

For fish race, late-fall groups were estimated to have efficiencies 1.27 (= exp[31]) times greater
than for fall/spring groups; however, this estimate was highly uncertain (95% interval: 0.76 —
2.16). Coefficientsfor fork length, temperature, and flow were al relatively weak (Figure 13;
median ;1 < 0.08; SD(3;) > 0.08).

Senditivity analysis

Key model estimates were reasonably consistent across the eight pairing sets examined (Figures
15-18; Tables 6-8). For example, estimates of mean efficiency were similar across pairings for
either all-upstream datasets (Figure 15) or s < 1 datasets (Figure 16). Likewise, coefficients for
covariate models were reasonably similar across pairing sets (Figure 17 and Figure 18).

The strongest relationships were observed for secchi measures, followed by fish race. Again,
however, the positive rel ationships between efficiency and secchi were uncertain; all 95%
intervalsfor £; included zero (no effect) except for one borderline case (Set 3, s< 1 dataset;
Table 8). The strongest race differences were estimated for Set 1, and in particular, Set 5 (Table
7 and Table 8). These were the only pairing sets that retained all six late-fall control groups (see
Table5). Again, estimates were uncertain. For example, for Set 5, late-fall efficiencies were
estimated to be 1.37 (95% interval: 0.83 — 2.23) times greater than fall/spring efficiencies for the
all-upstream dataset (Table 7), and 1.47 (95% interval: 0.93 — 2.43) times greater for thes< 1
dataset (Table 8).

We refit models using only fall/spring releases (analysis limited to all-upstream datasets) to
examine potential confounding of relationships due to late-fall data, which had atendency
toward higher efficiency but markedly higher fork lengths and lower temperatures. Results for
mean-only models are provided in Table 6 and Figure 19; results for covariate models are
provided in Table 9 and Figure 20.
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After removing late-fall releases, estimates of mean efficiency declined slightly, as expected
(e.g., Table 6). Estimated coefficients (3,) for fork length declined for al pairings sets and
tended to be negative for fall/spring releases (e.g., Figure 20, compare with Figure 17), though
length relationships with efficiency remained weak. Secchi coefficients remained positive and
were typically the strongest coefficients observed across covariates and pairing sets (Table 9;
Figure 20). Temperature coefficients went from generally negative estimates for all races
(Figure 17) to positive estimates for fall/spring rel eases (Figure 20), with relatively strong
relationships for Sets5 and 6 (Table 9). Flow estimates changed little and remained weak.

Using time instead of volume to standardize efficiency estimates had little influence on estimated
relationships between efficiency and covariates. Estimates for single-covariate models fit to the
base pairing, all-upstream dataset are shown in Table 10 and Figure 21. Relationships between
efficiency and race, temperature, flow, or fork-length were all weak. The relationship for secchi
was positive though uncertain (median B; = 0.13, SE(5;) = 0.10), consistent with results using
volume-based p to standardize efficiency (e.g., Table 7, Set 1). Notably, the strongest
relationship observed was between time-based efficiency and volume/minute sampled (median
B1=0.16, SE(B1) = 0.10). Though uncertain, this relationship (Figure 22) closely approximated
the expected 1:1 relationship between efficiency and volume/minute that would occur if trawl
efficiency was directly proportional to volume sampled. Thus, to the extent relative differences
in volume/minute sampling rates across years (Figure 1) are accurate, it seems most reasonable
to account for these changes and use volume-based p to standardize efficiency estimates.

Proximal releases

Jersey Point and Sherman Island rel eases

As noted above, 21% of the paired-rel ease estimates of survival rate for upstream rel eases
exceeded 1.0 (biologically impossible). This high proportion suggests that there may be a
tendency across paired-release tests for survival rates to be overestimated, which would in turn
bias efficiency estimates low (a more complete discussion is provided below). In particular,
Jersey Point releases tended to have the highest survival estimates compared to other locations
with multiple releases (Figure 23). Of the 19 Jersey Point releases used in the paired-release
anaysis, 12 had survival rates greater than 1.0 (median = 1.25 across al 19 releases). Given this
tendency, it seems reasonable to assume that Jersey Point releases experience relatively high
survival rates from point of release to Chipps Island (especially when fish migrate rapidly, as
assumed in the covariate models below). In contrast, there was only one Sherman Island release
used in the paired-release analysis (a 2005 release with a survival estimate = 0.53).

The releases examined for Jersey Point (N = 34) and Sherman Island (N = 26) are summarized in
Tables 11 and 12, respectively. All Jersey Point releases were fall run. Note that four of these
rel eases, which were made in October of 2002, had high average fork lengths at release (> 160
mm) (Table 11, releases 24-27). Of the 26 Sherman Island releases, 24 were fall run and two
were late-fall releases (Table 12). Most of the Sherman Island releases occurred in recent years
(2009-2011).

There were clear differences in efficiency estimates between the two datasets (Figure 24). In
particular, Jersey Point releases tended to have higher efficiencies and stronger (visually
=2
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apparent) trends between efficiency and measures of migration speed (either “first day” or
“median day” of capture at Chipps Island after release).

These differences were confirmed by the modeling results. First, we compare results for mean-
only modelsfit to each dataset (Table 13; Figure 25). The mean efficiency (expressed as
exp[Bo]) for Jersey Point releases (median posterior = 0.0046) was roughly double that for
Sherman Island releases (0.0024). The Jersey Point efficiencies were also much less variable
(median SD dispersion = 0.59) than those for Sherman Island (1.04). Next, relatively strong and
precise relationships between efficiency and surrogates of migration speed were found for Jersey
Point rel eases, whereas for Sherman Island, rel ationships were highly uncertain (Figure 26). As
hypothesi zed, negative relationships were evident between Jersey Point efficiencies and both
first day of capture (median ; = -0.22; 95% interval =[-0.32, -0.13]) and median day of capture
(median B, =-0.09; 95% interval =[-0.15, -0.03]) (Table 14; bottom panels of Figure 27 and
Figure 28). In contrast, for Sherman Island rel eases, there was a negative but uncertain
relationship for first day of capture and aweak positive relationship for median day of capture
(Table 14; bottom panels of Figure 27 and Figure 28).

Our primary interest liesin the intercept estimates of efficiency for the covariate models (i.e., the
day-0 estimates where it is assumed that survival rate = 100%) (Table 13; top panels of Figure 27
and Figure 28). For Jersey Point releases, the efficiencies implied by the intercepts were similar
for the first-day model (median exp[5g] = 0.0080) and median-day model (0.0076) (Table 13).

In the case of Sherman Island, we have little confidence in the interpretation of the intercepts
given the high uncertainty in the covariate relationships.

The discrepancies in results between Jersey Point and Sherman Island releases was likely duein
large part to differences among years in efficiencies and/or sampling intensities. In particular,
Sherman Island efficienciesin 2011 (N = 15; Table 12) were much lower than in previous years
(Figure 29), with amedian efficiency of only 0.0014. In contrast, the median efficiency across
the previous 11 Sherman Island releases was 0.0055. This latter value was consistent with Jersey
Point efficiencies, which had amedian of 0.0046. Thus, the large difference in mean efficiency
for the two datasets (e.g., Figure 25A) was driven primarily by the 2011 Sherman Island rel eases.
In addition, sampling effort (e.g., proportion of volume sampled and days sampled during the
capture period) was considerably lower for Sherman Island rel eases than for Jersey Point
releases (Figure 30). Reduced effort and daily frequency of sampling would tend to increase
uncertainty in efficiency estimates as well as the surrogate measures of migration speed (first day
and median day of capture) used in the covariate models as a proxy for survival rate. Note that
other conditions (e.g., fork length, temperature, and flow) were reasonably similar among Jersey
Point and Sherman Island rel eases, though secchi measures tended to be higher for Sherman
Island releases (Figure 30).

Special releases

A summary of release and trawl data for the four special releasesis provided in Table 15. The
Sherman Island rel ease was captured over a 21-day period in which only one day was not
sampled. The capture periods for Pittsburgh releases were shorter and contained more days with
no sampling.

=2
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The number of captures by tow of each release are shown across the full capture periodsin
Figure 31, and for the initial intensive-sampling periodsin Figure 32. These plotsillustrate
several important features of the data that were common to all the releases. First, the intensive
periods began with several or many (in the case of Sherman Island) tows with no catch followed
by high catches in subsequent tows (Figure 32). Thus, the data appear to depict a clear onset of
migration passage at Chipps Island, which is why we used the tow of first capture to define the
start of thefirst “catch period.” Second, for Pittsburgh releases, there were one or two initial
tows with very high catches, indicating a tendency for early (rapid) migrantsto travel in schools,
which created a“ clumpy” or “patchy” distribution of catchesin the intensive period. Third,
catches generally declined towards the end of the intensive sampling period. For this reason, we
used the final ten tows to define the start of the second catch period, which extended until
midnight of that day. Fourth, in addition to the irregular distributions of catches within the initial
intensive-sampling periods, the distributions observed across the full capture period (Figure 31)
were highly skewed (long tailed). For these reasons, we adopted a period-specific approach to
expand catches rather than attempt to characterize the underlying distributions using parametric
models.

Period-specific summaries of trawl data, CPUE, and estimated catch are provided for the four
special releasesin Tables 16-19. For example, the Sherman Island release had atotal of 53
captures (“observed catch”) across 21 days (Table 16). The observed catch during initial
intensive sampling (the first two periods in Table 16) was 33, accounting for 62% of the total
captures. The estimated catch (i.e., under continuous sampling) across the 21-day period was
188.2, but only 48.1 (26% of the total) for the first two periods. Thus, our period-specific
calculations suggest that amajority (74%) of fish released passed Chipps Island after the
intensive sampling period, even though most captures (62%) occurred during intensive sampling.
The Sherman Island release had relatively complete sampling coverage; there was only one day
(day 15) with no trawl sampling, which had no effect on estimated catch because the CPUE for
that day (estimated by linear interpolation) was zero (Table 16).

By comparison, the three Pittsburgh releases had shorter capture durations, higher proportions of
observed catch during intensive sampling, and more days with no sasmpling (Tables 17-19). The
proportions of observed catch during intensive sampling (the first two periods in each table) were
72%, 95%, and 91%, whereas proportions of estimated catch during intensive sampling were
only 23%, 71%, and 56%. In addition, the proportions of estimated catch derived for missing
sampling days (viainterpolation of CPUE) were 42%, 14%, and 26%, respectively (i.e., across
shaded rows of Tables 17-19).

Point estimates of trawl efficiency for each specia release are shown in Table 20. The estimates
(volume based) ranged from alow of 0.0073 for the Sherman Island release to a high of 0.0157
for the first Pittsburgh release. For comparison, efficiencies based on minutes sampled (time) are
also shown in Table 20; these estimates were very similar to the volume-based estimates because
volume sampling rates across periods for each release (Tables 16-19) were similar to the value
used to standardize volume (1000 m*minute). All remaining results pertain to volume-based
estimates only.
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As expected, there was considerable uncertainty in the special-release efficiency estimates (Table
21; Figure 33). Note that the bootstrap distributions provide a minimum estimate of uncertainty,
in part because of the arbitrary division of theinitia intensive-sampling period (i.e., use of the
final ten tows to represent the second period through midnight of that day), and because the true
migration distribution of releases was sporadically sampled in al cases (e.g., non-random daily
trawl times and missing days). Nevertheless, estimates of mean efficiency were relatively
precise (e.g., CVsof approximately 13%). The point estimate of mean efficiency across all four
releases was 0.0111 (Table 20) with a 95% bootstrap confidence interval of (0.0082, 0.0132)
(Table 21). The mean efficiency across the three Pittsburg was dlightly higher (0.0124) with a
95% bootstrap confidence interval of (0.0087, 0.0151).

Discussion

We used severa aternative methods and datasets of CWT releases to derive estimates of trawl
efficiency at Chipps Island. Our ultimate objective was to develop, if possible, improved
estimates of efficiency for computing total abundances of juvenile Chinook salmon captured by
the Chipps Island trawl, in particular for the winter and spring runs (Pyper et al. 2013).
However, as detailed below, our results suggest the following: (1) there is no compelling
evidence of relationships between efficiency and environmental variables based on paired-
release data; (2) paired-release estimates of efficiency are likely biased and confounded by
variation in ocean survival rates; (3) trawl efficiency should be assumed constant (across time
and across runs) until there is compelling evidence to the contrary; (4) alternative estimates of
“mean” efficiency differ appreciably, and it is unclear which of the estimatesis preferred; and (5)
expansion methods for estimating abundance should be avoided, and in particular, the fish-flux
method of Kimmerer (2008) is likely to greatly underestimate abundance.

Paired-releasetests

We suspect that paired-release estimates of efficiency tended to be biased low, and that variation
among efficiency estimates was largely due to unaccounted for variation in ocean capture rates.
Specifically, the critical assumption that control fish and upstream fish passing Chipps Island
trawl have equal (or very similar) marine survival ratesislikely to be routinely violated. From a
biological perspective, there is a strong contrast between control fish and upstream fish passing
Chipps Island trawl. Initial mortality of hatchery releases may be substantial and variable, and
would be most relevant to control fish. Control fish were comprised of new releases made over a
short duration (hours) at either of two discrete |ocations downstream of Chipps Island trawl
(Benicia~ 30 km downstream or Port Chicago ~ 15 km downstream). By comparison, upstream
fish passing Chipps Island trawl were typically released several or many days before arrival at
Chipps Island trawl. These fish had already survived to the point of passage at Chipps Island,
and were presumably better acclimated and distributed in time and space (i.e., from an individual
fish’s perspective) for seaward migration and subsequent survival.

Thus, it seems reasonabl e to expect potentially large differencesin survival rates (and hence,

ocean recovery rates) between control fish and upstream migrants passing Chipps Island trawl.

Such differences could yield two effects. First, if mortality rates of control releases tend to be

higher than for upstream migrants passing Chipps Island, efficiency estimates will tend to be

biased low. Specifically, ocean capture rates of control fish be will lower than for upstream
=2
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Migrants (Qeontrol < Qupstream), F€SUlting in upstream survival estimates (from point of release to
passage at Chipps Island trawl) that are biased high (§ > s) and efficiency estimates that are

biased low ( E < E). Evidence of this possible form of bias was examined and discussed as a
“shock effect” by Newman (2003). There was also evidence of such biasin the paired-release
datawe examined. For example, in theinitial candidate pairing groups, 21% (45 of 215) of the
upstream survival estimates (8) exceeded 1.0. While some values of § > 1.0 may be expected
due to chance aone, this high frequency raises suspicion. More conclusively, the fact that the 19
Jersey Point releases used in the paired analysis had amedian § = 1.25 suggests that systematic
bias was present in the paired-rel ease data (these 19 releases were distributed among 11 different
control groups, and values of § > 1.0 occurred for seven of those controls).

The second effect of differencesin marine survival rates would be spurious variation in
efficiency estimates. Ordinarily, we would interpret the high between-group variability (o) in
paired-release efficiency estimates asindicating real and large differences in efficiencies over
time (e.g., see Figure 10A). However, the efficiency estimates were poorly correlated with
factors that would be expected to affect trawl efficiency. Consistently weak or uncertain
relationships were found between efficiency and covariates across numerous sensitivity analyses.
The strongest associations we found were positive relationships between efficiency and secchi
measurements; however, from abiologica perspective, we would expect a negative rather than
positive relationship between efficiency and secchi (i.e., water visibility). Increasing turbidity
(decreasing secchi) should reduce fish avoidance behavior and increase efficiency, but the
opposite relationship was implied by the data. 1n sum, we could not account for the apparent
high variability in efficiency estimates observed across years.

We should be cautious in our interpretation of the covariate analysis. We cannot conclude that
the factors examined (e.g., fish size, water flow, temperature, etc.) have little influence on trawl
efficiency (important relationships could well exist). Rather, we found no compelling evidence
of such relationships using paired-rel ease tests, which we suggest are thoroughly confounded by
differential marine survival rates. Other aspects of the paired analysis were quite rigorous,
including: (1) the use of multiple (replicate) upstream releases per control to better estimate
group efficiency; (2) the use of Bayesian multilevel models to incorporate the sampling
distributions of observed variables and within-group overdispersion; and (3) extensive sensitivity
anaysis to examine the influence of pair-selection criteria, whereby more restrictive criteria
reduced available pairs but increased (presumably) the likelihood that control and upstream
releases would have similar marine survival/harvest rates.

Thus, given the lack of compelling covariate relationships, in combination with evidence of
highly variable upstream survival estimates ( §) both among control groups (e.g., Figure 4) and
within selected locations (e.g., Figure 23), we conclude that variation in efficiency estimates
across years may be largely dueto differential marine survival rates (i.e., unreliable controls). It
was beyond the scope of this study to further investigate this hypotheses (some additional
analyses are suggested below), though it seems well supported by biological arguments. In
short, observing real two-fold or four-fold differencesin trawl efficiency (especially when
considering al migrating juveniles and not just isolated CWT releases) across relatively similar
environmental conditions (e.g., Figure 12) seems much less likely than observing such
differencesin marine survival rates of control fish relative to upstream migrants (i.e., two-fold or
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four-fold differencesin the true ratio Qeontrol/ Qupstream DEtWeEEN paired-release tests). In any casg, it
isimpossible to distinguish between real variation in efficiency and variation due to differential
ocean capture rates (Qeontrol/ Qupstream) USiNG paired-release tests.

For these reasons, we recommend that trawl efficiency should be assumed constant across time
and across runs until there is compelling evidence to the contrary. We provide additional
discussion of temporal variation below. With respect to run type, there were relatively small
differencesin efficiency estimates between |late-fall and fall releases despite strong contrast in
release conditions. Late-fall releases had somewhat higher efficiencies (e.g., 30% greater on
average) than fall releases, but estimated differences were highly uncertain. Given the lack of
late-fall tests (N = 6) and potential confounding in the paired-release design, we cannot make
strong inferences about potential differencesin run-specific efficiency. The body size and
conditions experienced by migrating juveniles of the winter and spring runs are more similar to
fall run than late-fall run, so we consider the estimates developed in this report as generally
applicableto al runs.

Comparison of selected estimates of “mean” efficiency

Our conclusions regarding potential bias and confounding in paired-rel ease data prompted us to
examine other methods for estimating “mean” efficiency using proximal (nearby) releases. Here,
werefer to “mean” efficiency in general terms as an underlying average or constant efficiency
applicable to al time periods and runs.

To facilitate further discussion, we provide a summary of four selected estimates of “mean”
efficiency in Table 22. These estimates were used by Pyper et al. (2013) to compute total
abundances and assess the sensitivity of abundance estimates to the choice of efficiency estimate.

Table 22. Selected estimates of mean efficiency for (A) paired-rel ease tests (base pairing for the “all-
upstream” dataset); (B) Jersey Point proximal releases (median-day model); (C) Pittsburg special releases;
and (D) the implied fish-flux efficiency. LCI and UCI denote the lower and upper 95% confidence
intervals, respectively. Estimates (A)-(C) assume continuous trawling at a standardized volume rate of
1000 m¥minute. The fish-flux estimate was adjusted using recent measurements of net-mouth areato
provide a more realistic comparison with estimates (A)-(C). Seetext for details.

Median Median Expected mean efficiency
Method Dataset exp(fo) ok oro; Estimate LCI (95%) UCI (95%)

A Paired releases 0.0058  0.462 0.0064 0.0053 0.0077
B Jersey Point 0.0076  0.521 0.0088 0.0058 0.0130
C Pittsburg 0.0124 0.0087 0.0151
D Fish flux 0.041

The estimates in Table 22 include a mean estimate for the paired-rel ease tests (base pairing of the
“all-upstream” dataset), the day-0 estimate for the “median-day” model fit to Jersey Point
releases, the mean for Pittsburg special releases, and the implied efficiency of the fish-flux
method (Equation 17). Note that point estimates of mean efficiency previously reported for the
paired-rel ease tests (Table 6) and Jersey Point models (Table 13) were based on posterior
medians (= exp[fo]). Because the assumed distributions for efficiency were log-normal, the
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expected (average) efficiency is computed in Table 22 as exp[ o + ¢°/2] to account for
variability in efficiencies as formulated in the model. For paired-release tests, o is the point
estimate of og, while for Jersey Point releases, o isthe point estimate of o.

The three CWT-based estimates of “mean” efficiency (Table 22) ranged from alow of 0.0064
for paired releases to a high of 0.0124 for Pittsburg releases (atwo-fold difference), while the
estimate for Jersey Point releases was intermediate (0.0088). Given the very different datasets
and approaches applied in each case, it is difficult to assign confidence in any particular estimate.
Note that the relative precisions of the estimates (Table 22) do not inform us as to which estimate
ismost “reliable” (e.g., there may be biases present in each estimate). Rather, each dataset
and/or approach has advantages and disadvantages.

The paired-rel ease dataset was the most comprehensive and alowed for estimation of upstream
survival rates when computing efficiencies. Mean efficiency estimates were similar across al
paired-rel ease datasets examined, so the choice in Table 22 is sufficient. However, as previously
discussed, we suspect that paired-rel ease efficiencies tend to be biased low because control
releases may experience (in general) higher initial mortality rates than upstream migrants passing
Chipps Island (e.g., Newman 2003). Thus, we consider the paired-rel ease estimate of 0.0064,
which was notably lower than the Jersey Point and Pittsburg estimates, to be a minimum estimate
of “mean” efficiency. We can easily compute the implications of higher control mortality (i.e.,
0:1 < ¢p) on the paired-release mean. If control fish experienced, on average, 30% greater
mortality than upstream migrants, this would imply a“true’ paired-release mean similar to the
Jersey Point estimate (~0.009). With 50% greater mortality, the implied “true” mean would be
similar to the Pittsburg estimate (~0.013). Note that such additional mortality among controlsis
consistent with estimates provided by Newman (2003). He examined a subset of the paired-
release data used here, with afocus on modeling upstream survival rates as a function of
covariates. That framework allowed estimation of a*shock” parameter (), which in our
context, is analogous to defining g; = wg,. Depending on the model examined, estimates of
ranged from 0.4 to 0.8, which implies additional control-group mortality (1 — w) ranging from
20% to 60% (i.e., on average across al paired-release tests; see Table 5 of Newman 2003).

The Jersey Point dataset had a moderate sample size (34 release groups) and revealed the
negative rel ationships between efficiency and measures of migration rate that would be expected
if mortality was afunction of time at large. In Table 22, we reported the day-0 estimate for the
median-day model because the median day of capture should be a more robust measure of
migration rate than the first day of capture (the first-day model had avery similar, but more
precise, estimate of mean efficiency; Table 13). The extrapolation of efficiency to passage at
day-0 might be areasonable (albeit indirect) approach for accounting for effects of survival on
efficiency estimates, though simulations and/or auxiliary data are needed to confirm this.

For example, arecent study (SJIRGA 2013) of acoustic-tagged juveniles (fall run smolts at
roughly 105 mm fork length and released at Durham Ferry) yielded an estimate of survival rate
from Jersey Point to Chipps Island of 0.69 (approximate 95% ClI: 0.43 — 0.95) (Rebecca
Buchanan, persona communication). The average travel time (harmonic mean, based on seven
fish) from Jersey Point to Chipps Island was 0.86 days. Although this survival estimateis highly
uncertain, we can compare the estimate (survival ~ 70% with median travel time ~ 1 day) to the
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survival curve implied by our median-day model for Jersey Point (Figure 26). The median-day
model, which assumes 100% survival at day 0, declines somewhat slowly, implying survival
rates of 92% at day 1, 84% at day 2, 77% at day 3, and 70% at day 4 (i.e., an implied rel ease-
group survival rate of 70% when the median day of capture in the Chipps Island trawl was 4 days
after release). Thus, the curve depicts ahigher survival rate at day 1 (92%) than the acoustic
estimate (70%), which suggests that our approach may underestimate efficiency somewhat. That
is, the curve may be much steeper close to the day-0 intercept, but there were no releases with
median days to capture less than 3 daysto provide such insight (Figure 26).

In general, the combination of evidence (high survival estimates in paired-release tests and
significant negative relationships between efficiency and measures of migration rate) and
replication across years suggest that the Jersey Point data may provide a reliable estimate of
“mean” efficiency. On the other hand, analyses of Sherman Island releases did not provide
consistent patterns or estimates. This appears to be largely due to the 2011 releases, which had
much lower efficiencies than in previous years, but further analysis is warranted.

Potential advantages of the Pittsburg releases include high survival (close proximity) and high
capture rates through use of an initial intensive-sampling period. Even though we assumed
100% survival, which isimprobably high and would tend to bias efficiency estimates low, the
mean efficiency estimate for Pittsburg releases (0.0124) was substantially greater than the day-0
estimate for Jersey Point releases (0.0088). However, there were only three Pittsburg releases
and they all occurred in April/May of 2009. In addition, initial trawl captures were very clumpy,
indicating a tendency for fish to school (poor dispersal). It isunclear if the distribution of
Pittsburg releases at Chipps Island trawl is representative of run-of-the-river migrants, either in
terms of channel cross-section or depth relative to trawl sampling. It is quite possible that catch
rates of Pittsburg releases may be inflated (or reduced) compared to typical upstream migrants
due to the close proximity and channel location of their release.

In contrast, the implied efficiency of the fish-flux method is considerably higher at 0.041 (the
estimate for the Whitesel, or similarly, 0.042 for the Confluence). This efficiency isroughly 3
times greater than the Pittsburg estimate and 6 times greater than the paired-rel ease estimate
(Table 22). Because catch expansions are inversely proportional to efficiency, we expect the
fish-flux method to provide abundance estimates of roughly 1/3 to 1/6 of those derived using
CWT-based efficiency estimates. Note that the fish-flux method as employed by Kimmerer
(2008) used current database trawl volumes with an implied efficiency of 0.060, and hence, in
this case we would expect even lower abundance estimates ranging from roughly 1/5 to 1/9 of
those based on CWT releases.

In short, the fish-flux method has an implicit efficiency that greatly exceeds the “ mean”
estimates derived using CWT releases. The latter estimates are based on actual data, and
although biases may be present, they could not account for such discrepancies (e.g., see
discussion above for paired-rel ease tests). In contrast, the fish-flux method isasimple
“conceptual model” that contains several questionable assumptions, perhaps the most important
being (1) fish do not avoid the trawl net, and (2) trawling locations provide a representative
sample of the spatial distribution of migrating fish. Even if we double migration speed at Chipps
Island from 6 km/day to 12 km/day, we still have an implied fish-flux efficiency (now ~ 0.02 or
=2
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2%) that is considerably larger than currently indicated by actual CWT-test data. In contrast, the
implied efficiency of 0.0078 for the “space-time” expansion of Kjelson and Brandes (1989) is
similar to the CWT-based estimates (Table 22). We regard this as coincidental; the space-time
expansion relies on similarly questionable assumptions and we recommend that any “expansion”
method be avoided in favor of empirical estimates of trawl efficiency.

In summary, we have three different CWT-based estimates of “mean” efficiency, and it is
unclear which estimate should receive the most confidence (though we interpret the paired-
release estimate as aminimum value). 1t makes little sense to try to combine these disparate
methods and estimates by use of aweighted average, for example. Rather, for the purposes of
abundance estimation, Pyper et a. (2013) compared results using all four estimates provided in
Table 22.

Temporal variation in efficiency and overdispersion
As discussed above, we largely reject the evidence of high inter-annual variation in efficiency
indicated by the paired-rel ease tests (i.e., between-group variation reflected by og). The current

approach (e.g., USFWS 2006) of estimating and applying annual efficiencies based on one or
two control releases is suspect, and we would caution against it given the likely shortcomings of
the paired-release design. Y et there is undoubtedly some degree of seasonal/annual variation in
efficiency, which if large enough, will have important implications when estimating abundances.
For example, when computing variances for abundance estimates, Pyper et al. (2013) assumed
that efficiency was constant and used the standard errors reported in Table 22, but these terms
only account for estimation error in “mean” efficiency estimates. Adding avariance term for
seasonal or annual variability in efficiency might greatly increase variances of abundance
estimates.

Thus, akey goa of future efficiency testing should be to quantify levels of seasonal/annual
variation and likely causal relationships. To this end, we propose using a“hybrid” release design
for efficiency testing (see recommendations below). The outcome of rigorous testing will be
either a conclusion that seasonal/annual variation is minimal and adequately accounted for via
variance terms in abundance estimators, or that variation is sufficiently important to warrant
replicate testing under general or specific conditions (e.g., replication within each year or
perhaps only when key environmental conditions are anomal ous).

There may also be fruitful avenues for further investigation of seasonal/annual variation in the
current data. The greatest insight may be gained by exploring the extremes observed in
efficiency estimates, or more generally, in trawl catch rates. For example, the two highest
paired-rel ease estimates (1991 and 1992; see Figure 10) occurred at the lowest measures for Rio
Vistaflow (Figure 12). Although there was no evidence of an overall flow-efficiency
relationship based on the linear form modeled (i.e., log(E) ~ log(flow)), the data could be
indicative of threshold effects (e.g., profound slowing of migration rate, dominant tidal
influences, etc.) that might be supported by other lines of evidence not considered here. In
contrast, an extremely low paired-release efficiency was estimated for 2008 (Figure 5) and very
low catch rates of Sherman Island rel eases were observed in 2011 (Figure 29). We dismissed
these resultsin part because of low sampling effort (even though we accounted for sampling
effort in our estimation of efficiency), but a detailed examination of these datais warranted (e.g.,
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what mechanisms underlying low effort, or environmental factors, could account for such
discrepancies?).

There may also be considerabl e short-term variation in efficiency and/or overdispersion in trawl
catches. Dalily differencesin efficiency could arise from subtle differences in trawl operation
(channel location, direction, trawl speed, etc.) or environmental conditions (tidal currents). But
even if trawl efficiency was constant across days, we would expect traw! catches to exhibit some
degree of overdispersion (i.e., greater variance than assumed by the Poisson distribution) if
migrating fish exhibit patchy spatial and/or temporal distributions. Distinguishing between
sources of short-term variation in efficiency and overdispersion in catches would be difficult, and
so we refer to them collectively as producing overdispersion in trawl catches. In any case, if
such overdispersion were large, then it should be accounted for when estimating variances of
abundance estimates (Pyper et a. 2013). Although there was strong evidence of overdispersion
for paired-release tests (i.e., high estimates of o), this could be largely due to differences in the
ocean capture rates of upstream releases. Thus, we would avoid using paired-rel ease estimates
of o5 unlessthey aretreated as an upper bound for exploratory purposes. Inthe

recommendations below, we suggest further analyses to better quantify overdispersion and
operational factors that may affect efficiency.

Recommendationsfor efficiency testing

1. Westrongly recommend an assessment of the feasibility/utility of a*hybrid” proximal-
release design that alows for simultaneous estimation of (&) survival rate using acoustic
tags, and (b) trawl-catch rates viaCWTs. Such adesign is the most promising approach
we can conceive of for obtaining cost-effective, period-specific efficiency estimates that
are not confounded by variation in survival rates. For example, at alocation such as
Jersey Point, a small number of acoustic-tagged juveniles (e.g., 200 fish) would be
interspersed with amuch larger CWT release (R). While the primary purpose of the
acoustic tag component would be to estimate survival rate (s) from the point of release to
Chipps Island trawl, useful auxiliary information would include data on temporal patterns
(e.g., timing of passage or residency timein the trawl zone). Trawl recoveries (n) of
CWTs would provide the second metric needed to compute efficiency (E = n/Rsp). Itis
straightforward to determine appropriate sample sizes for the acoustic tag and CWT
components to achieve adesired precision for efficiency estimates given assumptions
regarding true s, E, trawl effort (p), detection probabilities for acoustic tags, etc. Idedly,
the choice of release location would satisfy two objectives: (a) juveniles passing Chipps
Island trawl have spatial and temporal (diel) distributions representative of run-of-the-
river migrants; and (b) releases have high survival rates, which increases the precision of
estimates (at agiven cost). For example, Pittsburg releases (~ 4 km upstream of Chipps
Island) likely have high survival rates but it is unclear if fish are sufficiently dispersed at
passage to achieve the first objective. Initially, several release locations could be tested
to determine suitability.

2. |If Pittsburg releases continue to be used in a similar manner (i.e., associated with an
initial intensive-sampling period and without an auxiliary acoustic tag component), we
suggest the following: (a) Individual tests may be combined to estimate “mean”
efficiency as done here, but differences among tests should not (in general) be used to
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assess tempora variation in efficiencies due to confounding effects of survival. Inthe
three tests examined, an estimated 29% to 77% of passage occurred after the 24-hr
intensive period, suggesting that potentially large and variable mortality rates (prior to
passage at Chipps Island) could be associated with such tests. (b) Spatial and temporal
patterns of trawl catches (e.g., patchiness, channel location, and time of day) should be
compared to baseline expectations (i.e., distributions for run-of-the-river migrants during
asimilar period). (c) After theinitia intensive-sampling period, attempt to maintain a
moderate to high daily trawl effort for several more days to reduce uncertainty in period-
specific expansions of total catch (see Methods).

3. We are skeptical that paired-rel ease tests can provide reliable efficiency estimates
because of potential bias and confounding derived from lower survival rates of control
groups. Further, ocean harvest rates may continue to be restricted, thus limiting ocean
recoveries of CWTs that are crucia to the estimation and precision of paired-release
estimates. Nevertheless, if paired rel eases continue to be used, we recommend the use of
multiple control releases for agiven test. Increasing the spatial and temporal replication
of control releases should increase the likelihood of meeting the assumption that Qeontro =
Qupsream aNd reduce the chance that a single control release provides unrepresentative
ocean recovery rates. For example, three control releases could be made at different
downstream locations and on different days within a given week. ldeally, there would be
multiple upstream rel eases that could be reasonably compared with these controls. In the
context of amultilevel model, the control releases would be modeled as a group (with
potential overdispersion in ocean recoveries), providing a mean Qeontrol fOr €stimating
upstream survival rates and group efficiency E. Again, however, we emphasize that
considerable bias may aways be present in the paired-rel ease design if control fish tend
to experience higher mortality rates than upstream migrants passing the Chipps Island
trawl. Tothisend, any feasible release strategy that may improve initial survival of
controls (e.g., acclimation in net pens) should be implemented.

4. Conduct multiple testswithin agiven year. Temporal replication isrequired to reliably
estimate either “annua” efficiency or seasonal differencesin efficiency. This
recommendation would apply to “hybrid” releases or paired releases, though the paired
design is much more constrained temporally (a single test may require three or four
weeks worth of upstream pairings to achieve good group replication). Conducting atest
every month during the key migration period (April through June) might be sufficient.
Ideally, an appropriate number of annual tests would be based on statistical
considerations of expected seasonal variability in efficiency and precisions of estimates.
For example, our multilevel framework, or an approximate analytical version thereof,
would provide auseful basis for examining alternative paired-release strategies (e.g.,
determining numbers of tests and replicate controls per test to achieve a desired precision
for efficiency estimates). Key variance parameters would include og, o, and potential

overdispersion in ocean capture rates of replicate control releases.
Recommendationsfor further analysis
5. Additional analyses could provide greater insight into potential bias and confounding in

paired-release tests: (a) Comparisons of ocean capture rates for Benicia and Port Chicago
releases, in particular for releases made within afew days of each other. (b) Similar
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comparisons for upstream releases. Strong differences in ocean recovery rates of
replicate upstream releases (i.e., with essentially the same attributes but slightly different
release times, say within aweek of each other) only emphasizes the possibility of
unreliable controls. (¢) Comparisons of ocean capture distributions (fishery strata) of
paired control-upstream releases. (d) Use of a more comprehensive paired-release model,
applied to current data, that models covariate relationships for survival rates of upstream
releases and allows estimation of a“shock effect” (e.g., Newman 2003).
Additional analyses could provide greater insight into potential seasonal/annual
differencesin efficiencies. In particular, it would be useful to further assess the
anomalies noted here, including the high paired-rel ease efficiencies for 1991 and 1992
that occurred at extreme lows for Rio Vistaflow (possible threshold effects, tidal
influences, effects on control group survival), and the low efficiencies observed in 2008
(paired-release data) and 2011 (Sherman 2011 releases).
Our analysis of Jersey Point releases provides a promising approach to estimating “mean”
efficiency. We recommend two avenues for additional analysis. First, it would be useful
to conduct simulations to explore the appropriate structural relationship between
measures of migration rate and survival rate, which is essential to the accurate estimation
of “mean” efficiency (in our case, the day-0 or intercept estimate). Second, the modeling
framework could be extended to include virtually al release locations, with potential
grouping variables (e.g., location, year, etc.) for shape parameters to account for some of
the variation due to survival differences. Again, the approach depends on an assumed
functional relationship between ameasure of migration rate (e.g., median day of capture
post release) and survival rate, and alternative flexible models should be explored (e.g.,
multilevel GLMs and GAMSs). The possible benefits of such an approach would be large-
sampleinferences and insight into a*“generic” (across time and space) mortality function
for releases.
For some upstream releases, a parametric function (e.g., Zabel and Anderson 1997) could
be used to characterize the distribution of migrants passing Chipps Island trawl. This
may provide more accurate estimates of period-specific trawl effort (p) or point measures
of migration rate in cases where there are missing days of sampling or large changesin
daily sampling effort within the capture period of arelease.
We recommend a comprehensive analysis of daily tow-specific trawl data for run-of-the-
river migrants across all years (e.g., using models that account for variation in abundance
implicitly via day-specific means or atime-series component). Such an analysis could be
used to (a) characterize spatial patterns (e.g., channel location) and temporal patterns
(e.g., time of day) in catch rates, which would serve as a baseline for assessing the
representativeness of test releases; (b) standardize catch rates (CPUE) to account for daily
(or seasonal/annual) differences in aspects of trawl sampling that affect efficiency/catch
rates (e.g., channel location, direction, time of day, and seasonal interactions thereof); and
() quantify overdispersion in daily catch rates by modeling the error structure for tow-
specific data (e.g., overdispersed Poisson or negative binomial distributions).
Insight into size selectivity of trawl sampling can be gained by comparing the average
fork length at release (admittedly, based on a small and potentially non-random sample)
to the mean or median fork length of CWT recoveriesin the Chipps Island trawl. Wedid
apreliminary analysis across roughly one thousand upstream rel eases (data not shown)
and found little evidence of differences between length at release and length at capture
=2
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when time at large was minimal (i.e., when most captures at Chipps Island occurred
within afew days of release). However, as migration time increased, there was
increasing trend toward higher lengths of captures at Chipps Island compared to average
length at release. Collectively, the evidence was consistent with growth and/or delayed
size-selective mortality but not size-selective trawl capture. We recommend a formal
analysis along these lines.
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Figure 1. Boxplots of daily values of volume sampled (m®) per minute fished (Chipps trawl).
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(A) Survival rate
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Figure 2. Comparison of ML and bias-corrected estimates of survival rate (A) and efficiency (B) across
theinitial candidate upstream release groups (N = 215; Table 2).
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Figure 4. Boxplots of survival-rate estimates (A) and efficiency estimates (B) for upstream releases

across the 40 candidate control groups (Table 2).
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(A) Unconstrained survival rate
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Figure 5. Efficiency estimates (posterior medians) with no constraint on upstream survival (A) and a
maximum constraint of 1.0 (B) for the 40 candidate control groups (Table 2). Open triangles denote
control groups for which all upstream survival estimates exceeded 1.0. Error bars denote 80% intervals.
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Figure 7. Boxplots of proportion volume sampled (A), catch duration (B) and median fork length (C) for

upstream rel eases across the 36 baseline control -group pairings (Table 3).
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Figure 8. Boxplots of secchi (A), water temperature (B), and flow (C) measurements for upstream

releases across the 36 baseline control-group pairings (Table 3).
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Figure 10. Efficiency estimates (posterior medians) by control group for (A) the “dl-upstream” dataset
(Table 3, base pairing), and (B) the “s < 1" dataset (Table 4, base pairing). Open circles denote control
groups for which some upstream survival estimates exceeded 1.0. Error bars denote 80% intervals.

Ls#8 Cramer Fish Sciences | 54



(A)

Relative density

0.003 0.004 0.005 0.006 0.007 0.008
Mean efficiency

(B)
2
(2}
c
[}
©
o
=
©
[}
vd
0.2 0.3 0.4 0.5 0.6 0.7 0.8
SD efficiency (between-group variance)
(©)
2
(72}
c
[}
©
()
=
S
©
[}
vd
0.2 0.3 0.4 0.5 0.6 0.7 0.8

SD dispersion (within-group variance)

Figure 11. Posterior probability distributions (characterized by density functions) of mean efficiency (A),
SD efficiency (B), and SD dispersion (C) for the mean-only mode! fit to the “all-upstream” dataset (solid
lines; Table 3, base pairing) and the “s < 1" dataset (dashed lines; Table 4, base pairing).
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Figure 13. Posterior probability distributions (characterized by density functions) of coefficientsin

single-covariate models of efficiency fit to the “all-upstream” dataset (solid lines; Table 3, base pairing)
and the “s< 1" dataset (dashed lines; Table 4, base pairing).
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Figure 14. Model predictions (solid line) of efficiency as afunction of secchi for the base pairing “all-
upstream” dataset. Dotted and dashed lines respectively denote 80% and 95% posterior probability
intervals for the fitted regression. Efficiency estimates by control group are shown for the mean-only
model, where open circles denote fall releases, triangles = late fall, and “+" = spring run.
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Figure 15. Mean-only model estimates (posterior medians) by pairing set for the “all-upstream” dataset
(Table 3). Error bars denote 80% intervals; dashed lines denote base (set 1) estimates.
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Figure 17. Estimates of coefficients for single-covariate models by pairing set for the “all-upstream”
dataset (Table 3). Error bars denote 80% intervals, dashed lines denote no-effect (zero) val ues.
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Figure 18. Estimates of coefficients for single-covariate models by pairing set for the“s < 1" dataset
(Table 4). Error bars denote 80% intervals, dashed lines denote no-effect (zero) values.
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Figure 19. Fall/spring releases: mean-only model estimates (posterior medians) by pairing set for the “all-
upstream” dataset (Table 3). Error bars denote 80% intervals, dashed lines denote base (set 1) estimates.

Ls#8 Cramer Fish Sciences | 63



All upstream releases (fall/spring only)

Fork length Secchi

0.4
0.4

0.2
1
0.2
1
—
—_—
——
—_—

ety __Jl___& _ [ ___p___l___1___ _ el ___ 1 ____ -
o o
N { N
S S
~ ~
C')_ T T T T T T T T C')_ T T T T T T T T
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
Temperature Rio Vista flow
L 3
©
E | N
n
(o))
o o
E ol~"1""~""~"1~~"F~"~"~>">"""™"™"™"™""7"9"°"7"° n olTT """ 1" " "1T " ~""& & & T
Q
o - 3]
by
8 < <
O Q7 T T T T T T T T Q7 T T T T T T T T
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
Delta Outflow
<
o
N
o
o
N
S-
<
C')_ T T T T T T T T
1 2 3 4 5 6 7 8
Pairing set

Figure 20. Fall/spring releases: estimates of coefficients for single-covariate models by pairing set for the
“all-upstream” dataset (Table 3). Error bars denote 80% intervals, dashed lines denote no-effect (zero)
values.
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Figure 21. Posterior probability distributions (characterized by density functions) of coefficientsin
single-covariate models of efficiency fit to the base pairing “al-upstream” dataset (Table 3) using time-
based p (instead of volume-based p) to standardize efficiency estimates.
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Figure 24. Efficiency estimates for Jersey Point (top row) and Sherman Island (bottom row) releases as a
function of thefirst day (left column) and median day (right column) of capture at Chippstrawl. “+”
denotes Jersey Point fall releases with high fork lengths at rel ease; triangles denotes late-fall releases at
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Figure 29. Boxplots of efficiency estimates by year for Jersey Point and Sherman Island releases.
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Figure 31. Captures by trawl tow across the full recovery period for the four special releases. Red bars

indicate trawl sampling periods.
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Figure 32. Captures by trawl tow during the initial intensive sampling period for the four special releases.
Red squares denote approximate sample times for individual tows.
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Table 2. Summary of theinitia 40 control groups considered for analysis. Shaded rows denote control
groups removed in subsequent analysis. FL = average fork length (mm) at release; Base = number of

upstream release groups paired with a given control; “ § > 1" = number of upstream releases with ML
estimates of survival rate > 1.0; “% > 1” = percentage of upstream releases with § > 1.

Control groups

Upstream releases

Index Name Date Race Location Number FL Base S>1 %>1
1 79-1 6/6/1979 Fall Port Chicago 110122 88.0 1 0 0
2 80-1 6/10/1980 Fall Port Chicago 88700 93.0 1 0 0
3 80-2 6/13/1980 Fall Port Chicago 79443 92.0 3 0 0
4 81-1 6/8/1981 Fall Port Chicago 78339 90.0 5 0 0
5 82-1 5/17/1982 Fall Port Chicago 86877 83.0 5 2 40
6 83-1 5/23/1983 Fall Port Chicago 43374 82.0 5 3 60
7 84-1 6/29/1984 Fall Port Chicago 42000 82.1 5 0 0
8 85-1 5/13/1985 Fall Port Chicago 48252 78.0 1 0 0
9 86-1 6/2/1986 Fall Port Chicago 47995 75.0 5 0 0
10 88-1 5/11/1988 Fall Port Chicago 55265 84.0 7 2 29
11 88-2 5/17/1988 Fall Benicia 51651 88.0 3 3 100
12 88-3 6/20/1988 Fall Benicia 36325 99.0 1 0 0
13 88-4 6/29/1988 Fall Port Chicago 54151 91.0 5 0 0
14 89-1 5/15/1989 Fall Benicia 39379 73.0 2 0 0
15 89-2 6/5/1989 Fall Port Chicago 51760 90.0 3 0 0
16 90-1 5/22/1990 Fall Benicia 52446 84.0 4 0 0
17 90-2 6/11/1990 Fall Benicia 47663 98.0 2 2 100
18 90-3 6/12/1990 Fall Benicia 46156 95.0 1 1 100
19 91-1 5/13/1991 Fall Benicia 43750 88.0 10 0 0
20 92-1 4/28/1992 Fall Benicia 54055 80.0 10 0 0
21 94-1 5/4/1994 Fall Benicia 102991 88.0 9 0 0
22 94-2 5/10/1994 Fall Benicia 54297 87.0 5 0 0
23 94-3 5/31/1994 Fall Benicia 152929 88.0 3 0 0
24 96-1 1/16/1996  LateFall Port Chicago 34596 145.0 6 1 17
25 96-2 5/7/1996 Fall Benicia 51288 84.0 13 0 0
26 97-1 5/5/1997 Fall Port Chicago 48538 99.0 6 0 0
27 98-1 5/7/1998 Fall Benicia 30558 92.1 15 3 20
28 99-1 4/26/1999 Fall Port Chicago 51094 89.0 15 5 33
29 99-2 12/29/1999 LateFall Port Chicago 49208 138.0 3 0 0

30 00-1 4/12/2000 Fall Port Chicago 46934 79.0 10 6 60
31 01-1 42712001 Fall Benicia 51520 80.1 14 5 36
32 02-1 1/10/2002  LateFall Port Chicago 47876 156.0 2 0 0
33 02-2 4/26/2002 Fall Port Chicago 44789 95.0 12 4 33
34 02-3 12/9/2002 LateFall Port Chicago 47048 124.0 2 0 0
35 03-1 5/1/2003 Fall Port Chicago 50475 79.0 6 3 50
36 03-2 5/16/2003 Spring Benicia 222500 93.2 1 0 0
37 03-3 12/11/2003 LateFall Benicia 24785 127.0 2 0 0
38 04-1 5/3/2004 Fall Port Chicago 49568 78.0 4 1 25
39 05-1 12/14/2005 LateFall Port Chicago 25661 125.5 3 0 0
40 08-1 5/28/2008 Fall Benicia 50649 85.5 5 4 80

Total 215 45 21
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Table 3. Summary of the eight control-upstream pairing sets for the “all-upstream” dataset (includes
upstream releases with ML estimates of survival rate > 1.0). For each set, the number of upstream
releases (paired with each control) is shown. Pairing criteriaincluded (a) fish source (rearing hatchery),
(b) the maximum number of days between the control -rel ease date and the median capture date of
upstream recoveries at Chipps, and (¢) the maximum difference in average fork length (mm) between
control releases and upstream recoveries at Chipps.

Source: Any Same
Days: 7 +14 7
FL: +10 +5 +10 +5 +10 +5 +10 +5
Index Control Race Base 1 Set 2 Set3 Set4 Set5 Set6 Set7 Set8
1 79-1 Fall 1 1 1 1 1 1 1 1
2 80-1 Fall 1 1 1 1 1 1 1 1
3 80-2 Fall 3 3 3 3 3 3 3 3
4 81-1 Fall 5 5 2 2 2 2 2 2
5 82-1 Fall 5 5 5 5 4 4 4 4
6 83-1 Fall 5 5 4 4 4 4 4 4
7 84-1 Fall 5 3 0 0 5 3 0 0
8 85-1 Fall 1 0 1 0 0 0 0 0
9 86-1 Fall 5 0 5 0 5 0 5 0
10 88-1 Fall 7 2 7 2 5 0 5 0
11 88-3 Fall 1 1 1 1 0 0 0 0
12 88-4 Fall 5 2 5 2 5 2 5 2
13 89-1 Fall 2 0 1 0 1 0 1 0
14 89-2 Fall 3 2 3 2 3 2 3 2
15 90-1 Fall 4 4 2 2 2 2 2 2
16 91-1 Fall 10 8 7 5 3 2 3 2
17 92-1 Fall 10 9 5 4 3 3 2 2
18 94-1 Fall 9 8 6 5 5 5 2 2
19 94-2 Fall 5 4 5 4 4 3 4 3
20 94-3 Fall 3 1 1 0 1 1 0 0
21 96-1 LateFall 6 4 4 3 6 4 4 3
22 96-2 Fall 13 9 10 7 8 5 5 3
23 97-1 Fall 6 3 5 3 5 3 4 3
24 98-1 Fall 15 10 7 2 4 2 3 1
25 99-1 Fall 15 14 11 11 3 3 3 3
26 99-2 LateFall 3 3 1 1 3 3 1 1
27 00-1 Fall 10 7 2 2 3 3 1 1
28 01-1 Fall 14 7 7 4 6 3 6 3
29 02-1 LateFall 2 0 2 0 2 0 2 0
30 02-2 Fall 12 4 8 3 1 0 0 0
31 02-3 LateFall 2 1 0 0 2 1 0 0
32 03-1 Fall 6 4 5 3 4 4 3 3
33 03-2 Spring 1 1 0 0 1 1 0 0
34 03-3 LateFall 2 1 2 1 2 1 2 1
35 04-1 Fall 4 3 4 3 2 2 2 2
36 05-1 LateFall 3 1 2 1 3 1 2 1
Controls 36 32 33 28 34 29 29 25
Upstream 204 136 135 87 112 74 85 55
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Table 4. Summary of the eight control-upstream pairing setsfor the “s< 1" dataset (excludes upstream
releases with ML estimates of survival rate > 1.0). For each set, the number of upstream releases (paired
with each control) is shown. Pairing criteriaincluded (&) fish source (rearing hatchery), (b) the maximum
number of days between the control-rel ease date and the median capture date of upstream recoveries at
Chipps, and (c) the maximum difference in average fork length (mm) between control releases and

upstream recoveries at Chipps.

Source: Any Same
Days: 7 +14 7
FL: +10 +5 +10 +5 +10 +5 +10 +5
Index Control Race Base 1 Set 2 Set3 Set4 Set5 Set6 Set7 Set8
1 79-1 Fall 1 1 1 1 1 1 1 1
2 80-1 Fall 1 1 1 1 1 1 1 1
3 80-2 Fall 3 3 3 3 3 3 3 3
4 81-1 Fall 5 5 2 2 2 2 2 2
5 82-1 Fall 3 3 3 3 3 3 3 3
6 83-1 Fall 2 2 1 1 1 1 1 1
7 84-1 Fall 5 3 0 0 5 3 0 0
8 85-1 Fall 1 0 1 0 0 0 0 0
9 86-1 Fall 5 0 5 0 5 0 5 0
10 88-1 Fall 5 2 5 2 3 0 3 0
11 88-3 Fall 1 1 1 1 0 0 0 0
12 88-4 Fall 5 2 5 2 5 2 5 2
13 89-1 Fall 2 0 1 0 1 0 1 0
14 89-2 Fall 3 2 3 2 3 2 3 2
15 90-1 Fall 4 4 2 2 2 2 2 2
16 91-1 Fall 10 8 7 5 3 2 3 2
17 92-1 Fall 10 9 5 4 3 3 2 2
18 94-1 Fall 9 8 6 5 5 5 2 2
19 94-2 Fall 5 4 5 4 4 3 4 3
20 94-3 Fall 3 1 1 0 1 1 0 0
21 96-1 LateFall 5 3 3 2 5 3 3 2
22 96-2 Fall 13 9 10 7 8 5 5 3
23 97-1 Fall 6 3 5 3 5 3 4 3
24 98-1 Fall 12 8 6 2 4 2 3 1
25 99-1 Fall 10 10 9 9 2 2 2 2
26 99-2 LateFall 3 3 1 1 3 3 1 1
27 00-1 Fall 4 2 1 1 2 2 1 1
28 01-1 Fall 9 4 4 2 3 1 3 1
29 02-1 LateFall 2 0 2 0 2 0 2 0
30 02-2 Fall 8 3 5 2 1 0 0 0
31 02-3 LateFall 2 1 0 0 2 1 0 0
32 03-1 Fall 3 3 2 2 3 3 2 2
33 03-2 Spring 1 1 0 0 1 1 0 0
34 03-3 LateFall 2 1 2 1 2 1 2 1
35 04-1 Fall 3 3 3 3 2 2 2 2
36 05-1 LateFall 3 1 2 1 3 1 2 1
Controls 36 32 33 28 34 29 29 25
Upstream 169 114 113 74 99 64 73 46
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Table5. Total controls and upstream releases by pairing set and fish race for the “all-upstream” dataset (includes upstream releases with ML
estimates of survival rate>1.0) and “s< 1" dataset (excludes upstream releases with survival estimates > 1.0). Pairing criteriaincluded (a) fish
source (rearing hatchery), (b) the maximum number of days between the control-rel ease date and the median capture date of upstream recoveries
at Chipps, and (c) the maximum difference in average fork length (mm) between control releases and upstream recoveries at Chi pps.

Pairing criteria Control groups Upstream releases (all S) Upstream releases (5< 1)
Set Source  Daysz+ FL + Fall LateFall Spring Tota Fall LateFall Spring Tota Fal LateFall Spring Tota
Base (1) Any 14 10 29 6 1 36 185 18 1 204 151 17 1 169
2 Any 14 5 26 5 1 32 125 10 1 136 104 9 1 114
3 Any 7 10 28 5 0 33 124 11 0 135 103 10 0 113
4 Any 7 5 24 4 0 28 81 6 0 87 69 5 0 74
5 Same 14 10 27 6 1 34 93 18 1 112 81 17 1 99
6 Same 14 5 23 5 1 29 63 10 1 74 54 9 1 64
7 Same 7 10 24 5 0 29 74 11 0 85 63 10 0 73
8 Same 7 5 21 4 0 25 49 6 0 55 41 5 0 46
r= 2

Ls#8 Cramer Fish Sciences | 81



Table 6. Estimates of mean efficiency (8,), SD efficiency (og), and SD dispersion (o) for mean-only
models by pairing set for (1) al racesusing “all-upstream” datasets (Table 3); (2) all races using the “s<
1" datasets (Table 4); and (3) fall/spring releases using all-upstream datasets. Med = posterior median;
SD = standard deviation of the posterior probability distribution; €"* = exp[posterior median] for mean
efficiency, which gives efficiency in units of the proportion of migrating fish captured (continuous 24-
hour trawling at a volume rate of 1000 m*/minute).

Pair Mean efficiency SD efficiency SD dispersion
Data Set Med SD e"* (95% interval) Med SD Med SD
All 1 -5.16  0.09 0.0058 (0.0048, 0.0069) 046 0.08 046  0.03
2 -5.17  0.11 0.0057 (0.0045, 0.0070) 050 0.09 046 0.04
3 -5.18 0.10 0.0056 (0.0046, 0.0070) 045 0.09 039 0.04
4 -5.20  0.12 0.0055 (0.0044, 0.0072) 051 0.10 034 0.05
5 -5.21  0.10 0.0055 (0.0045, 0.0066) 0.44 0.09 036 0.05
6 -5.23  0.10 0.0054 (0.0044, 0.0066) 044 0.10 035 0.06
7 -5.18 0.09 0.0056 (0.0047, 0.0068) 038 0.10 038 0.06
8 -5.21  0.12 0.0055 (0.0043, 0.0069) 041 013 043 0.09
s<1 1 -5.28  0.11 0.0051 (0.0041, 0.0063) 057 0.09 037 0.04
2 -5.26  0.12 0.0052 (0.0042, 0.0066) 057 0.10 033 0.04
3 -5.28 0.11 0.0051 (0.0041, 0.0063) 053 0.09 037 0.04
4 -5.29  0.13 0.0051 (0.0039, 0.0065) 058 011 032 0.06
5 -5.27  0.10 0.0052 (0.0042, 0.0062) 048 0.09 032 0.05
6 -5.27 011 0.0051 (0.0042, 0.0064) 045 0.10 029 0.07
7 -5.24  0.10 0.0053 (0.0044, 0.0065) 042 011 034 0.06
8 -5.25  0.11 0.0052 (0.0042, 0.0066) 042 014 036 0.09
Fal/ 1 -5.18 0.10 0.0056 (0.0046, 0.0069) 047 0.09 046 0.04
spring 2 -5.19  0.12 0.0056 (0.0044, 0.0070) 054 010 048 0.05
3 -5.20 0.11 0.0055 (0.0044, 0.0070) 051 011 039 0.04
4 -5.21  0.14 0.0055 (0.0042, 0.0072) 055 011 036 0.05
5 -5.26  0.11 0.0052 (0.0042, 0.0064) 046 011 035 0.05
6 -5.27  0.12 0.0051 (0.0041, 0.0065) 045 0.12 040 0.08
7 -520 0.11 0.0055 (0.0044, 0.0068) 042 011 038 0.06
8 -5.24  0.14 0.0053 (0.0040, 0.0069) 044 0.16 046 0.10
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Table 7. Estimates of coefficients (B,) and SD efficiency (ox) for single-covariate models by pairing set
for “all-upstream” datasets (Table 3). Med = posterior median; SD = standard deviation of the posterior
probability distribution. Shaded cells denote lower percentiles that exceed zero (no effect). The
coefficient for “race” reflects the difference between late-fall rel eases compared to fall/spring rel eases
(proportional difference = exp[B]); al other covariates were standardized to have a mean of zero and a
standard deviation of one.

Pair  Covariate  Coefficient 5, Lower percentiles (51) Upper percentiles (1) SD efficiency
set model Med SD 2.5 5.0 10.0 900 950 975 Med SD
1 Race 024 0.27 -0.27 -019 -011 058 065 0.77 046 0.08
Length 006 0.0 -0.12 -0.09 -0.05 019 023 027 046 0.09

Secchi 0.15 0.09 -0.03 0.00 @ 0.03 026 029 032 043 0.08
Temperature -0.06 0.10 -0.26 -0.23 -0.19 006 010 014 046 0.09
Flow (Rio) 0.07 0.09 -0.12 -0.09 -0.05 019 022 024 046 0.09

2 Race 015 034 -0.52 -040 -0.27 058 070 084 052 0.09
Length 003 012 -0.20 -0.16 -0.12 018 022 0.26 052 010

Secchi 019 012 -0.03 = 0.00 0.04 035 039 042 048 0.09
Temperature -0.03  0.13 -0.29 -024 -0.19 013 018 0.23 052 0.09
Flow (Rio) 0.04 0.11 -0.19 -0.14 -0.10 019 023 0.27 052 0.10

3 Race 016 0.30 -045 -0.38 -0.24 053 062 071 046 0.09
Length 005 0.0 -0.15 -0.11 -0.07 020 023 0.26 047 0.09

Secchi 0.17 0.0 -0.02 = 0.01 0.05 029 034 036 043 0.09
Temperature 0.00 0.11 -0.22 -0.17 -0.14 014 019 o021 047 0.09
Flow (Rio) 0.05 0.10 -0.15 -0.11 -0.07 018 022 0.27 046 0.09

4 Race 015 0.39 -0.62 -047 -0.34 062 074 091 054 010
Length 001 013 -0.24 -0.19 -0.14 018 022 027 053 011

Secchi 017 013 -0.07 -0.03 @ 0.03 034 039 044 050 0.0
Temperature 0.02  0.13 -0.24 -0.19 -0.14 018 024 027 053 011
Flow (Rio) -0.02 0.12 -0.25 -021 -0.17 012 018 0.22 053 0.10

5 Race 032 025 -0.18 -0.11 -0.01 063 072 0.80 044 0.09
Length 0.07 0.0 -0.11 -0.08 -0.05 019 023 027 044 0.09

Secchi 012 0.09 -0.06 -0.04 = 0.00 023 026 029 041 0.10
Temperature -0.05  0.09 -0.23 -021 -0.17 006 010 014 045 0.09
Flow (Rio) 0.05 0.10 -0.13 -0.10 -0.07 018 021 024 045 0.09

6 Race 023 0.28 -0.32 -020 -0.10 061 071 082 045 0.10
Length 003 011 -0.19 -0.15 -0.10 017 021 0.26 044 010

Secchi 015 012 -0.08 -0.04 0.00 029 032 037 042 011
Temperature -0.01  0.11 -0.23 -020 -0.16 012 017 0.20 045 012
Flow (Rio) 0.00 0.11 -0.22 -0.18 -0.14 014 018 0.21 045 0.10

7 Race 018 0.26 -0.34 -025 -0.16 049 059 0.68 038 0.10
Length 0.04 0.0 -0.15 -0.12 -0.08 018 022 024 039 011

Secchi 0.18 0.09 -0.01  0.03 0.07 029 032 034 032 0.10
Temperature -0.02  0.10 -0.21 -0.18 -0.14 011 015 0.18 038 0.10
Flow (Rio) 0.05 0.10 -0.16 -0.12 -0.07 017 020 0.22 038 0.10

8 Race 018 0.35 -054 -041 -0.27 062 076 0.87 043 013
Length 001 012 -0.23 -0.19 -0.14 016 020 024 043 014

Secchi 022 012 -0.01  0.04 0.07 037 041 045 034 015
Temperature 0.01  0.13 -0.24 -020 -0.15 017 022 027 043 015
Flow (Rio) 0.01 0.12 -0.25 -0.18 -0.14 016 021 0.26 043 0.15
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Table 8. Estimates of coefficients (p,) and SD efficiency (ox) for single-covariate models by pairing set
for “s< 1" datasets (Table 4). Med = posterior median; SD = standard deviation of the posterior
probability distribution. Shaded cells highlight lower percentiles that exceed zero (no effect). The
coefficient for “race” reflects the difference between late-fall rel eases compared to fall/spring rel eases
(proportional difference = exp[B]); al other covariates were standardized to have a mean of zero and a
standard deviation of one.

Pair  Covariate  Coefficient 5, Lower percentiles (51) Upper percentiles (5;) SD efficiency
Set Model Med SD 2.5 5.0 10.0 900 950 975 Med SD
1 Race 037 031 -0.23 -0.13 -0.02 077 086 0.99 057 0.09
Length 012 011 -0.10 -0.06 -0.02 026 030 0.33 056 0.09
Secchi 0.16 011 -0.04 -0.01 @ 0.02 030 033 037 053 0.09
Temperature -0.05 0.11 -0.29 -024 -0.21 010 013 0.16 058 0.09
Flow (Rio) 0.08 0.11 -0.12 -0.08 -0.06 021 025 0.28 057 0.09
2 Race 029 033 -0.35 -0.27 -0.13 073 083 091 058 0.10
Length 006 012 -0.17 -0.13 -0.09 021 025 0.28 058 0.10
Secchi 022 012 -0.03 001 0.06 037 041 046 054 010
Temperature -0.02 0.13 -0.28 -0.24 -0.19 012 018 021 058 0.10
Flow (Rio) 001 0.12 -0.24 -019 -0.14 016 021 024 058 0.10
3 Race 027 0.33 -0.38 -0.28 -0.15 069 079 087 054 010
Length 010 011 -0.13 -0.07 -0.04 023 028 031 054 010
Secchi 019 011 000 004 0.08 034 039 042 050 0.10
Temperature 0.01  0.12 -0.24 -021 -0.16 015 020 0.25 055 010
Flow (Rio) 0.06 0.11 -0.17 -0.13 -0.10 019 023 0.28 056 0.10
4 Race 029 0.38 -048 -0.37 -0.22 077 090 0.99 059 011
Length 004 014 -0.22 -017 -0.12 021 028 032 059 011
Secchi 022 013 -0.03 £ 001 0.06 039 045 050 055 010
Temperature 0.03 0.14 -0.25 -0.20 -0.14 020 025 0.30 059 011
Flow (Rio) -0.06 0.13 -0.32 -0.28 -0.23 011 018 0.21 059 011
5 Race 039 0.26 -0.08 -0.02 | 0.07 073 080 0.89 047 010
Length 010 0.10 -0.09 -0.06 -0.02 023 026 0.29 047 010
Secchi 0.10 0.10 -0.10 -0.07 -0.03 022 027 030 0.46 0.10
Temperature -0.06 0.10 -0.26 -0.23 -0.19 007 010 014 048 0.10
Flow (Rio) 0.03 0.10 -0.17 -0.15 -0.10 015 019 0.23 048 0.10
6 Race 030 0.29 -0.24 -0.16 -0.05 067 0.78 0.93 046 0.10
Length 006 011 -0.14 -0.12 -0.07 021 025 0.28 046 0.10
Secchi 009 012 -0.14 -0.09 -0.06 023 027 032 045 011
Temperature -0.02 0.11 -0.25 -0.21 -0.17 012 016 0.20 046 011
Flow (Rio) -0.05 0.11 -0.27 -0.24 -0.19 009 012 015 046 0.10
7 Race 026 0.27 -0.30 -0.21 -0.09 058 068 0.76 041 010
Length 0.07 0.10 -0.13 -0.09 -0.06 020 023 025 042 011
Secchi 0.16 0.10 -0.05 -0.02 @ 0.02 028 031 034 039 011
Temperature -0.02 0.10 -0.22 -0.18 -0.15 011 015 019 042 011
Flow (Rio) 0.02 0.10 -0.19 -0.16 -0.12 015 018 0.21 041 011
8 Race 021 035 -047 -034 -0.19 067 0.78 0.90 043 0.16
Length 002 012 -0.20 -0.17 -0.13 017 022 0.30 040 017
Secchi 0.16 013 -0.08 -0.05 @ 0.00 031 036 040 037 0.16
Temperature -0.01 0.12 -0.26 -0.21 -0.17 016 020 0.23 042 015
Flow (Rio) -0.05 0.12 -0.28 -0.25 -0.20 010 014 0.19 043 013
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Table 9. Estimates of coefficients (B,) and SD efficiency (ox) for single-covariate models fit to only
fall/spring releases (all-upstream datasets, Table 4). Med = posterior median; SD = standard deviation of
the posterior probability distribution. Shaded cells highlight lower percentiles that exceed zero (no

effect).
Pair  Covariate Coefficient 8, Lower percentiles (1) Upper percentiles (1) SD efficiency
Set Model Med SD 2.5 50 10.0 90.0 950 975 Med SD
1 Length -001 012 -024 -019 -0.15 014 018 0.22 049 0.10
Secchi 018 0.10 -0.01 | 002 0.05 030 034 037 043 0.09
Temperature  0.05  0.11 -0.15 -0.13 -0.09 019 023 0.26 049 0.09
Flow (Rio) 005 011 -0.15 -0.12 -0.08 018 023 0.27 048 0.09
2 Length -0.02 013 -029 -025 -0.20 014 020 0.23 056 0.11
Secchi 017 013 -0.08 -0.04 | 0.00 032 036 041 051 o011
Temperature  0.08  0.13 -0.18 -0.14 -0.09 024 029 033 055 011
Flow (Rio) 0.04 0.3 -022 -017 -011 020 025 0.28 056 011
3 Length 002 012 -022 -018 -0.13 018 023 0.27 052 011
Secchi 016 011 -0.06 -0.01 | 0.03 030 034 0.36 047 011
Temperature 0.10  0.11 -0.12 -0.08 -0.04 024 029 034 051 011
Flow (Rio) 002 011 -021 -016 -0.12 016 020 0.23 052 011
4 Length -0.04 014 -031 -026 -021 014 019 0.223 055 0.12
Secchi 011 013 -0.15 -011 -0.06 027 032 0.36 054 013
Temperature 0.15 0.14 -0.12 -0.08 -0.03 031 037 042 054 012
Flow (Rio) -0.03 0.13 -026 -0.23 -0.18 013 018 0.25 057 012
5 Length 011 o011 -033 -029 -0.25 002 006 0.10 046 0.10
Secchi 015 0.10 -0.08 -0.01 | 0.02 027 031 034 042 011
Temperature 017  0.11 -0.05 -0.01 @ 0.04 031 036 041 045 0.10
Flow (Rio) -0.04 0.10 -023 -020 -0.16 010 014 0.17 047 0.10
6 Length -011 012 -0.35 -031 -0.26 0.04 0.08 0.13 045 0.12
Secchi 011 013 -0.13 -010 -0.05 027 031 035 045 0.13
Temperature  0.17  0.12 -0.07 -0.02 | 0.02 032 037 042 044 012
Flow (Rio) -0.02 0.12 -0.27 -024 -0.18 012 016 0.20 047 013
7 Length -0.07 o011 -0.30 -0.26 -0.22 007 011 0.16 043 011
Secchi 017 0.10 -0.04 | 001 0.05 028 032 0.36 037 012
Temperature  0.11  0.12 -0.12 -0.08 -0.04 027 031 0.36 044 0.12
Flow (Rio) 0.00 0.12 -024 -020 -0.15 014 018 0.23 045 011
8 Length -0.10 013 -036 -032 -0.26 006 013 0.17 042 017
Secchi 016 0.13 -0.09 -0.05 0.00 032 036 040 040 0.8
Temperature  0.13  0.15 -0.12 -0.09 -0.04 032 038 043 044 015
Flow (Rio) 0.05 0.14 -0.25 -020 -0.13 021 026 0.32 043 0.17
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Table 10. Estimates of coefficients (3,) and SD efficiency (o) for single-covariate models fit to the base
pairing “all-upstream” dataset (Table 3) when using time-based p instead volume-based p to standardize
efficiency estimates across paired-release tests. Med = posterior median; SD = standard deviation of the
posterior probability distribution. Shaded cells highlight lower percentiles that exceed zero (no effect).
The coefficient for “race” reflects the difference between late-fall releases compared to fal/spring
releases (proportional difference = exp[B]); al other covariates were standardized to have a mean of zero
and a standard deviation of one.

Coefficient Lower percentiles Upper percentiles
Covariate B (B1) (B1) SD efficiency
Model Med SD 25 50 10.0 900 950 975 Med SD
Race 0.02 0.27 -051 -043 -031 0.38 045 0.55 050 0.09
Length 0.00 0.10 -0.21 -0.18 -0.15 012 017 0.20 049 0.09
Secchi 013 0.10 -0.07 -0.03 ' 0.00 026 029 0.32 047 0.08
Temperature 0.05 0.11 -0.16 -0.12 -0.08 018 021 0.26 049 0.09

Flow (Rio) 002 0.10 -0.17 -014 -011 015 020 0.25 050 0.09
Volume/min.  0.16 0.10 -0.05 -0.02 | 0.03 027 030 033 046 0.08
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Table 11. Summary of Jersey Point releases (all fall-run) used in the proximal-release analysis. FL =fork
length (mm); First day = number of days from release to first capture at Chipps, Median day = number of
days from release to median day of capture at Chipps; Duration = number of days from first to last
capture at Chipps (capture period); NS = number of days not sampled within the capture period; p =
estimate of the proportion volume sampled across the capture period (standardized to a volume rate of
1000 m*minute); E = efficiency estimate.

Release  Number First Median
Release date released FL day day Duration NS Catch p E
1 4/18/1990 52962 71 3 12 24 1 32 0156 0.0039
2 4/19/1991 52139 82 4 7 25 0 94 0168 0.0107
3 5/13/1991 49184 86 1 3 10 0 89 0159 0.0114
4 4/13/1994 50689 72 10 13 11 0 10 0.187 0.0011
5 4/27/1994 53810 78 5 10 21 0 16 0180 0.0017
6 4/19/1995 50779 70 5 8 18 0 26 0.178 0.0029
7 4/18/1996 50041 78 3 7 44 2 25 0161 0.0031
8 5/3/1996 97010 82 2 4 18 0 63 0.169 0.0038
9 5/20/1996 103221 93 1 3 10 0 195 0.181 0.0104
10 4/30/1997 104000 73 2 4 10 0 63 0.146 0.0042
11 5/2/1997 101437 87 1 4 17 0 82 0.130 0.0062
12 5/12/1997 47534 74 3 6 11 1 18 0119 0.0032
13 4/20/1998 50271 89 1 3 13 0 184 0.315 0.0116
14 4/28/1998 134597 83 1 3 16 0 253 0.309 0.0061
15 4/21/1999 49460 81 2 7 17 0 59  0.234 0.0051
16 4/20/2000 51351 82 2 4 11 0 65 0.284 0.0045
17 5/1/2000 151845 83 1 4 16 0 247 0.285 0.0057
18 4/24/2001 102953 86 3 6 14 1 88 0.237 0.0036
19 5/4/2001 49437 88 1 3 7 0 111 0316 0.0071
20 5/11/2001 51376 88 1 3 11 0 44 0.309 0.0028
21 4/9/2002 51261 87 2 11 23 0 59 0.286 0.0040
22 4/22/2002 48930 84 2 5 20 0 83 0.282 0.0060
23 4/23/2002 50745 96 1 4 13 0 125 0.293 0.0084
24 4/30/2002 46912 82 1 4 19 0 46 0.270 0.0036
25 10/7/2002 25981 165 3 7 61 14 27 0109 0.0095
26 10/15/2002 25811 172 1 5 19 0 28 0.148 0.0073
27 10/23/2002 25240 179 3 12 54 15 12 0.099 0.0048
28 10/30/2002 25912 178 5 7 6 0 6 0.133 0.0017
29 4/25/2003 24650 89 1 3 12 0 57 0.265 0.0087
30 5/2/2003 25951 88 2 3 9 0 39 0249 0.0060
31 4/26/2004 22911 85 2 4 6 0 25 0.325 0.0034
32 5/12/2009 32978 87 1 3 8 4 16 0.075 0.0065
33 5/25/2010 115922 114 3 3 5 3 8 0.050 0.0014
34 5/26/2010 49291 89 6 6 4 1 11 0114 0.0020
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Table 12. Summary of Sherman Island releases used in the proximal -release analysis. FL = fork length
(mm); First day = number of days from release to first capture at Chipps, Median day = number of days
from release to median day of capture at Chipps; Duration = number of days from first to last capture at
Chipps (capture period); NS = number of days not sampled within the capture period; p = estimate of the
proportion volume sampled across the capture period (standardized to a volume rate of 2000 m*minute);
E = efficiency estimate.

Release Number First Median
Release date Race released FL day day Duration NS Catch p E
1 5/21/1999 Fall 202168 86 1 4 15 2 115 0.142 0.0040
2 12/10/2004 LateFall 25558 116 1 4 17 1 15 0.118 0.0050
3 4/22/2005 Fall 52483 94 1 8 25 0 68 0.236 0.0055
4 12/12/2005 LateFall 24986 125 1 5 11 0 30 0154 0.0078
5 5/13/2009 Fall 53369 110 2 5 18 10 23 0.065 0.0066
6 5/14/2009 Fall 100433 111 4 8 15 8 37 0.068 0.0054
7 5/26/2009 Fall 71587 110 3 6 8 4 17 0.063 0.0038
8 6/8/2009 Fall 24911 105 2 4 17 9 11  0.071 0.0062
9 4/21/2010 Fall 385466 98 2 5 27 15 146 0.067 0.0057
10 4/26/2010 Fall 295317 92 0 2 29 16 94 0.067 0.0047
11 6/1/2010 Fall 1113944 114 1 3 15 8 963 0.065 0.0132
12 4/21/2011 Fall 98081 103 1 4 13 7 19 0.065 0.0030
13 4/22/2011 Fall 99610 100 3 3 15 8 22 0.066 0.0033
14 4/26/2011 Fall 211296 98 1 3 13 7 7 0.066 0.0005
15 4/27/2011 Fall 98227 98 5 5 8 4 4 0.071 0.0006
16 5/7/2011 Fall 100585 100 2 2 15 8 35 0.069 0.0050
17 5/8/2011 Fall 100898 99 1 1 10 5 30 0.072 0.0041
18 5/9/2011 Fall 111036 98 2 2 10 5 22 0.073 0.0027
19 5/10/2011 Fall 98545 108 1 3 15 8 6 0.065 0.0009
20 5/11/2011 Fall 101186 107 2 5 6 3 4 0.075 0.0005
21 5/12/2011 Fall 98175 100 1 4 11 6 4 0.070 0.0006
22 5/21/2011 Fall 141940 98 2 2 15 8 19 0.064 0.0021
23 5/22/2011 Fall 95800 98 1 10 19 10 9 0.066 0.0014
24 5/24/2011 Fall 105389 107 3 3 1 0 2 0.100 0.0002
25 5/25/2011 Fall 30912 107 2 2 1 0 1 0.100 0.0003
26 6/8/2011 Fall 108396 107 2 2 6 3 13 0.073 0.0017
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Table 13. Estimates of the intercept (exp[5.]) and SD dispersion (o) for proximal-release models by
dataset (Jersey Point and Sherman Island). Med = posterior median; SD = standard deviation of the

posterior probability distribution.

e’ Lower percentiles (€”) Upper percentiles (€”) SD dispersion

Dataset  Model Med 2.5% 50% 10.0% 90.0% 95.0% 97.5% Med SD
Jersey Mean 0.0046 0.0037 0.0038 0.0040 0.0053 0.0055 0.0057 059 0.09
Point First day 0.0080 0.0060 0.0063 0.0067 0.0097 0.0102 0.0107 043 0.07
Medianday 0.0076 0.0051 0.0054 0.0059 0.0098 0.0107 0.0113 0.52 0.08
Sherman Mean 0.0024 0.0015 0.0017 0.0018 0.0032 0.0034 0.0038 104 0.18
Island First day 0.0040 0.0016 0.0018 0.0021 0.0075 0.0089 0.0103 105 0.20
Medianday 0.0020 0.0009 0.0010 0.0011 0.0037 0.0043 0.0051 107 0.19

Table 14. Estimates of the slope coefficient (3,) for proximal-rel ease models by dataset (Jersey Point and
Sherman Island). Med = posterior median; SD = standard deviation of the posterior probability

distribution.
Lower percentiles Upper percentiles
Data Model Med SD 25% 5.0% 10.0% 90.0% 95.0% 97.5%
Jersey Point First day -0.22 0.05 -0.32 -0.30 -0.29 -0.17 -0.15 -0.13
Medianday -0.09 0.03 -0.15 -0.14 -0.13 -0.05 -0.03 -0.03
Sherman Island  First day -0.25 0.23 -0.78 -0.69 -0.57 002 010 0.8
Medianday 0.05 0.10 -0.16 -0.12 -0.08 017 021 024
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Table 15. Summary of special releases. NS = number of days not sampled within the capture period.

Number Intensive sampling period Capture period
Release Date Location released  First tow Lasttow  Tows Days NS
1 12/11/2003 Shermanls. 25956 08:16 12/11 11:1112/12 61 21 1
2 4/8/2009 Pittsburg 29830 15:07 4/8 14:48 4/9 54 16 7
3 4/22/2009  Pittsburg 34339  14:564/22 13:374/23 50 10 4
4 5/8/2009 Pittsburg 32055 15:52 5/8 14:37 5/9 36 6 2

Table 16. Trawl datafor the first special release (Sherman Island, 12/11/2003). CPUE = catch per
minute at a standardized volume-sampled rate of 1000 m*min. Estimated Catch (= Period Minutes x
CPUE) is an estimate of catch under continuous trawling. For days with no trawl sampling (shaded
rows), CPUE was estimated by linear interpolation.

Period Minutes Volume Observed Estimated
Day Minutes Tows Fished (m) V/Min  Catch  CPUE Catch
12/11/2003 543° 21 420 478648 1140 30 0.063 34.0
12/12/2003 927" 10 200 197580 988 3 0.015 14.1
12/13/2003 1440 10 200 220643 1103 3 0.014 19.6
12/14/2003 1440 10 200 200108 1001 7 0.035 50.4
12/15/2003 1440 10 200 224328 1122 0 0.000 0.0
12/16/2003 1440 10 200 203965 1020 5 0.025 35.3
12/17/2003 1440 10 200 179380 897 1 0.006 8.0
12/18/2003 1440 10 200 199220 996 0 0.000 0.0
12/19/2003 1440 10 200 198004 990 0 0.000 0.0
12/20/2003 1440 10 200 223222 1116 0 0.000 0.0
12/21/2003 1440 10 200 207933 1040 0 0.000 0.0
12/22/2003 1440 10 200 214502 1073 2 0.009 13.4
12/23/2003 1440 10 200 223734 1119 1 0.004 6.4
12/24/2003 1440 10 190 176191 927 0 0.000 0.0
12/25/2003 1440 0 0.000 0.0
12/26/2003 1440 10 200 190932 955 0 0.000 0.0
12/27/2003 1440 10 200 201318 1007 0 0.000 0.0
12/28/2003 1440 10 200 204961 1025 0 0.000 0.0
12/29/2003 1440 10 200 215427 1077 0 0.000 0.0
12/30/2003 1440 10 200 190167 951 0 0.000 0.0
12/31/2003 1440 10 200 206539 1033 1 0.005 7.0
Total 53 188.2

& Time from tow with first capture to end of “Tows’ (intensive sampling; includes tows in next day)
® Time from start of final 10 tows in intensive-sampling period to end of day.
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Table 17. Trawl datafor the second special release (Pittsburg, 4/8/2009). CPUE = catch per minute at a
standardized volume-sampled rate of 1000 m*min. Estimated Catch (= Period Minutes x CPUE) is an
estimate of catch under continuous trawling. For days with no trawl sampling (shaded rows), CPUE was

estimated by linear interpolation.

Period Minutes Volume Observed Estimated
Day Minutes Tows Fished  (m°) V/Min  Catch  CPUE Catch
4/8/2009 997° 36 720 685977 953 53 0.077 77.0
4/9/2009 782° 10 200 204025 1020 8 0.039 30.7
4/10/2009 1440 13 200 192726 964 9 0.047 67.2
4/11/2009 1440 0 0.041 59.1
4/12/2009 1440 0 0.035 51.0
4/13/2009 1440 13 200 201329 1007 6 0.030 42.9
4/14/2009 1440 0 0.021 30.6
4/15/2009 1440 13 200 235930 1180 3 0.013 18.3
4/16/2009 1440 0 0.014 20.2
4/17/2009 1440 13 200 195994 980 3 0.015 22.0
4/18/2009 1440 0 0.012 17.1
4/19/2009 1440 0 0.008 12.2
4/20/2009 1440 13 200 197400 987 1 0.005 7.3
4/21/2009 1440 0 0.004 5.5
4/22/2009 1440 20 390 395875 1015 1 0.003 3.6
4/23/2009 1440 30 600 581538 969 1 0.002 25
Total 85 467.4

& Time from tow with first capture to end of “Tows” (intensive sampling; includes towsin next day)
® Time from start of final 10 tows in intensive-sampling period to end of day.

Table 18. Trawl datafor the third special release (Pittsburg, 4/22/2009). CPUE = catch per minute at a
standardized volume-sampled rate of 1000 m*/min. Estimated Catch (= Period Minutes x CPUE) is an
estimate of catch under continuous trawling. For days with no trawl sampling (shaded rows), CPUE was

estimated by linear interpolation.

Period Minutes Volume Observed Estimated
Day Minutes Tows Fished (m) V/Min  Catch  CPUE Catch
4/22/2009 1033° 36 710 700869 987 129 0.184 190.1
4/23/2009 851" 10 200 193572 968 19 0.098 83.5
4/24/2009 1440 13 200 202827 1014 6 0.030 42.6
4/25/2009 1440 0 0.020 28.4
4/26/2009 1440 0 0.010 14.2
4/27/2009 1440 3 40 40460 1011 0 0.000 0.0
4/28/2009 1440 0 0.003 3.6
4/29/2009 1440 13 200 199375 997 1 0.005 7.2
4/30/2009 1440 0 0.005 7.3
5/1/2009 1440 13 200 196531 983 1 0.005 7.3
Total 156 384.3

& Time from tow with first capture to end of “Tows” (intensive sampling; includes towsin next day)
® Time from start of final 10 tows in intensive-sampling period to end of day.
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Table 19. Trawl datafor the fourth special release (Pittsburg, 5/8/2009). CPUE = catch per minute at a
standardized volume-sampled rate of 1000 m*/min. Estimated Catch (= Period Minutes x CPUE) is an
estimate of catch under continuous trawling. For days with no trawl sampling (shaded rows), CPUE was

estimated by linear interpolation.

Period Minutes Volume Observed Estimated

Day Minutes Tows Fished  (m°) V/Min  Catch  CPUE Catch
5/8/2009 880° 18 360 344713 958 57 0.165 145.5
5/9/2009 843" 10 200 220766 1104 10 0.045 38.2
5/10/2009 1440 0 0.039 56.0
5/11/2009 1440 10 140 153900 1099 5 0.032 46.8
5/12/2009 1440 0 0.021 29.8
5/13/2009 1440 10 200 223770 1119 2 0.009 12.9
Total 74 329.2

@ Time from tow with first capture to end of “Tows” (intensive sampling; includes towsin next day)
® Time from start of final 10 tows in intensive-sampling period to end of day.

Table 20. Estimates of catch (Est. C; for continuous trawling), proportion of migration sampled (p), and
trawl efficiency (E) for the special release. Estimates are provided for two approaches, either assuming
catch is proportional to volume fished (standardized to a volume rate of 1000 m¥minute) or trawl time

(minutes fished).

Estimates using volume Estimates using time

Rel. Date Location Number Caich Est.C p E Est. C p E
1 12/11/03  Sherman 25956 53 188.2 0.282 0.0073 196.7 0.269 0.0076
2 4/8/09 Pittsburg 29830 85 4674 0182  0.0157 4654 0.183  0.0156
3 4/22/09  Pittsburg 34339 156 3843 0406 0.0112 380.1 0410 0.0111
4 5/8/09 Pittsburg 32055 74 329.2 0225 0.0103 3419 0.216 0.0107
Mean All 0.0111 0.0112
Pittsburg 0.0124 0.0124

Table 21. Summary of bootstrap distributions (b) for estimates of efficiency (E, based on standardized
volume) for each special release and mean estimates across releases (all releases or Pittsburg only).

Lower percentiles (b)

Upper percentiles (b)

Release E  Mean(b) SD(b) 25 50 100 90 950 975
1-Sherman 0.0073 0.0072 0.0014 00046 00051 0.0055  0.0090 0.0095 0.0100
2-Pittsburg  0.0157 0.0147 00030 00092 0.0101 00110 00184 00197 0.0209
3-Pittsburg  0.0112 00104 00027 0.0060 0.0065 00072 00139 00152 0.0163
4-Pittsburg  0.0103 0.0098 0.0029 0.0049 0.0055 00062 00136 0.0149 0.0159
Mean-All 00111 00105 0.0013 0.0082 00085 00089 00122 00127 0.0132
Mean-Pitt. 0.0124 00116 00016 0.0087 0.090 00095 00116 00137 0.0144
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Appendix A: Statistical derivation of efficiency estimates

In this section, we outline the assumptions and derivations for estimators of trawl efficiency
based on a single paired-release test in which one control (downstream release) is paired with
one upstream release. The control release provides the basis for estimating the survival rate of
the upstream group from point of release to passage at Chipps trawl, which in turn allows
estimation of trawl efficiency. Throughout this report, we define trawl efficiency asthe
proportion of available fish (i.e., potentially vulnerable fish that are occupying the channel trawl
zone when sampling occurs) that are captured when the trawl is operating, which is consistent
with previous analyses (e.g., USFWS 2006). Given assumptions of randomness, thisis
equivaent to defining efficiency as the proportion of al fish surviving to and migrating past
Chipps Island trawl that would be captured if the trawl operated continuously.

For our purposes, it was sufficient to develop approximate estimators for efficiency and variance,
which were used primarily in exploratory analyses. We note instances where additional
complexity could be considered, though these comments are by no means exhaustive.

Define as follows:

R = number of CWT fish released (subscript 1 = upstream, 2 = control)

r = number of actual ocean recoveriesof R

X = number of observed ocean recoveries of R

g = probability of afish (either an upstream release that passes Chipps Island or a control
release) being captured in ocean fisheries (function of marine survival, ocean
distribution, harvest rates)

f = overal fraction of catch sampled for CWTs in ocean fisheries

s=survival rate of upstream fish from point of release to Chipps Island trawl

N = total number of upstream fish passing Chipps Island trawl

n = number of upstream fish captured by Chipps Island trawl

E =trawl efficiency (proportion of available fish captured when the trawl is operating)

p = proportion of time (or standardized volume) trawled

Note that we use subscripts (1 = upstream, 2 = control) for variables that apply to both groups (R,
r, X, g, f), but we do not subscript those that apply only to the upstream release (s, N, n).

In this paired-rel ease design, the observed variables are the upstream captures at Chipps trawl (n)
and observed ocean recoveries (Xi, X2). Quantities that are known (or assumed known) include
release numbers (R;, Ry), sampling fractions for ocean fisheries (f, f,), and the proportion (p) of
time or volume trawled during the period in which upstream releases migrate past Chipps trawl
(computational details for p are discussed in the Methods section). The unknown quantities of
primary interest are the upstream survival rate (s) and trawl efficiency (E).

In past applications (e.g., USFWS 2006), equations for efficiency estimation have used expanded
ocean recoveries (f = Y x/fx across fishery stratak). Here, we define equationsin terms of total
observed ocean recoveries (X) rather than expanded recoveries to make explicit that uncertainty
accrues from the actual observations (x). In reality, observed CWT recoveries occur in numerous
ocean fisheries (area and time strata k) with differing sampling fractions, and such complexity
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could be incorporated. However, as a reasonabl e approximation, we treated the ocean fisheries
as a collective unit, with an overall “known” sampling fraction (f) equal to the ratio of reported
total's of observed and expanded recoveries across fisheries (i.e.,, f = x/ ). Differencesin
sampling fractions between upstream (f;) and control (f2) groups are assumed real but incidental,
that is, they do not affect the validity of the assumption (discussed below) that ocean capture
probabilities are equal (g1 = Q).

We adopt the standard assumptions that all fish of a given release (upstream or control) are
independent and have equal probabilities of survival and capture (at Chipps trawl or in the
ocean). Given these assumptions, we could specify the following binomial distributions for
variables of upstream releases (with theoretical expectations and variances denoted by E[ ] and

VID:

N ~ binomial (Ry, s) E[N] =Rss VIN] =Ris(1-9)

n ~ binomial (N, Ep) E[n] = NEp V[n] = NEp(1 - Ep)

ry ~binomial(N—n, g.) Efr]d=(N-na:.  V[r] =(N-n)gu(1-an)
X1~ bi nomial(rl, fl) E[Xl] = rlfl V[X]_] = rlfl(l — f]_);

and similarly, for control releases:

o~ bi nomiaI(Rz, CIQ) E[r]_] = RzC]z V[rz] = RzC]z(l — Q2)
X2 ~ bi nomial(rz, fz) E[Xz] = I'2f2 V[Xz] = r2f2(1 — fz)

We do not discuss these distributions further because we can obtain adequate estimators by
further ssimplification. Specifically, because trawl capture rates (Ep) and ocean recovery rates
(gf) are very low, such that (n, x;) << (N, R;) and x; << Ry, we can ignore the “binomia” nature
of processes leading to the observations (n, X1, X2) and assume instead that they follow Poisson
distributions (this simplification has trivial consequences for estimators):

n ~ Poisson(R;SEp) E[n] = RiSEp V[n] = RiSEp
(Al) X1~ POI SSOI’](R]_SC]]_f]_) E[X]_] = Rlsqlfl V[X]_] = R]_SC]]_f]_
X2 ~ Poisson(Rxqxf?) E[x2] = Ro0pf2 V[xg] = Reaf>

The key assumption of paired-release design is that control fish (R;) and upstream fish that
migrate past Chipps Island trawl (N = R;S) have the same probability of being captured in ocean
fisheries(i.e, 01 = O2). That is, they have identical marine survival rates, ocean distributions, and
harvest rates, or some combination of these processes that yields aratio of expanded ocean
recoveries (r1/ry) equal to theratio of their initial abundances (N/R;). This assumption (g = p)
allows estimation of the upstream survival rate, s. For example, using the “method of moments”
(Mood et a. 1974, p. 274), we can solve for, and equate, g; and g, from the definitions of E[x4]
and E[xz] in Equation (Al):

ny  E_El
Rsfi Rofa
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Solving for sin Equation (A2) and substituting the observed recoveries (xi, X2) for (E[x1], E[*2])
gives the following estimate for s:

(A3) g= ol
X2 f1Ry

Given this estimate of s, we can similarly derive an estimate for trawl efficiency (E) based on the
definition of E[n] in Equation (A1):

n _ nxf

(Ad) E=——= .
RS xfRop

These estimators for s and E are equivalent to the maximume-likelihood (ML) estimators that
would be derived viathe likelihood functions of the Poisson distributions in Equation (A1).

The estimator for sis based on aratio of two random variables (xi/x2), while the estimator for E
is both a product and ratio of random variables (nx,/x;). Accordingly, the following variance
estimators for estimates of s and E can be derived based on approximate (Delta method) variance
formulas for ratios and products of independent random variables (e.g., Mood et a. 1974, p.
180):

(A5) 62 = éz(i " i],
S X X
(A6) 62 = éz£1+i+iJ
E n X X

In addition, because estimates of s and E are based on ratios, they may be biased, in particular
when expected numbers of observed ocean recoveries (x) arelow. Specificaly, the Delta
method provides the approximate expectation of aratio of two independent random variables X
and Y (Mood et a. 1974, p. 181):

(A7) EP} ELX],, VYD
Y] EYIL EY)?

We are interested in estimating the ratio of true means, E[X]/E[Y], but the expected value of our
estimators will be biased high with approximate bias equal to the right-hand term in Equation
(A7). Thus, to obtain approximately unbiased estimators, referred to here as “ bias-corrected”
estimates, we subtract the relevant right-hand termsinstead. For example, in the case of s
(Equation A3), the denominator variable (Y) is X, and V[X%:]/E[x.]? is equal to 1/E[x,] based on
the definitions in Equation (A1l). We substitute the observation x, for E[X;], and multiply our
original estimator for sby (1 —1/xy). This process |leads to the following bias-corrected estimates
for sand E:
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(A8) s{lij@(lijm |

Xo X2 flRl Xo X% flRl
(A9) & é(l_ ij _ szl(l_ ij _mo0-0f
) xfRepl % X foRop

These bias-corrected estimates were validated using ssmulations, but as we report in the Results
section, differences between the ML and bias-corrected estimates were typically minimal. In
addition, simulations confirmed that the approximate variance estimators (Equations A5 and A6)
were very accurate for conditions typical of the data we examined (including when all processes
were model ed using the binomial distributions presented above). However, as discussed in the
main text, there are several potentia shortcomings of the estimators described here.
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Appendix B: Map of coded-wire-tag release sites in the San Francisco Estuary, California.
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